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Executive Summary



India is one of the largest and fastest growing audience
markets globally for Twitter, a social media platform.! Touted
as a ‘safe place for free expression’, Twitter was envisioned
to be a space where marginalised populations, including
women, Dalits and religious minorities, would have an equal
opportunity to make their voices heard. Over the years, the
social media platform has evolved into an indispensable tool
for political engagement, campaigning and activism, but has
the vision translated into reality? Many women do not believe
so. Every day, women on Twitter face a barrage of abuse: from
racist and sexist attacks to rape and death threats.

Using crowd-sourced research and data science, Indians for
Amnesty International Trust? in collaboration with Amnesty
International — International Secretariat (Al-1S) measured the
scale and nature of online abuse faced by women politicians

in India during the 2019 General Elections of India. The

study found that abuse experienced by Indian women

politicians was high, suggesting that Twitter is failing in its
responsibility to respect women'’s rights online. The study
supports the notion that for many women, the social media
RNCVHQTO JCU VWTPGF KPVQ C nDCVV|

We studied tweets mentioning 95 Indian women politicians in
the three-month period of March — May 2019, in the lead-
up to, during and shortly after the 2019 General Elections

in India. Of the total volume of 7 million tweets mentioning | _

these politicians, we sampled 114,716 for the purpose of
analysis through our Troll Patrol India project.*

Engaging 1,912 volunteers, known as ‘Decoders’ from 82
countries, the tweets were analysed to create a labelled set of
‘problematic’ or 'abusive' content. The Decoders were shown
a tweet with username obscured, mentioning one of the
women in our study. They were, then asked simple questions
about whether the tweet was problematic or abusive, and if
so, whether they revealed sexist or misogynistic, religious,
casteist, racist or homophobic abuse, or physical or sexual
threats. Each tweet was analysed by multiple people. The
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PROBLEMATIC CONTENT

Tweets that contain hurtful or hostile content, especially if
repeated to an individual on multiple occasions, but do not
necessarily meet the threshold of abuse. Problematic tweets
can reinforce negative or harmful stereotypes against a group
of individuals (e.g. negative stereotypes about a race or
people who follow a certain religion).

We believe that such tweets may still have the effect of
silencing an individual or groups of individuals. However, we
do acknowledge that problematic tweets may be protected
expression and would not necessarily be subject to removal
from the platform.

ABUSIVE CONTENT

Tweets that promote violence against or threaten people

based on their race, ethnicity, national origin, sexual
QTKGPVCVKQP IGPFGT IGPFGT KFGPVKV]|
disability, or serious disease. Examples include physical

or sexual threats, wishes for the physical harm or death,

reference to violent events, behaviour that incites fear or

repeated slurs, epithets, racist and sexist tropes, or other

content that degrades someone.

&GEQFGTU YGTG IKXGP C VWVQTKCN FG PKVK%PTkCPF GZCORNGU

of 'problematic’ and 'abusive' content, as well as an online
forum where they could discuss the tweets with each other

They

about your personal

TGN

“When you are on social media,
you face trolls, threats, abuses

and challenges 100% of the
time. Their purpose is to silence
you. It makes you want to cry.

and with our researchers. The labelling of the Decoders was I|fe’ your IOOkS’ and your fam | Iy "

analysed between July 2019 - November 2019.5

— Alka Lamba, Member, Indian National Congress

Colin Crowell, Setting the record straight on Twitter India and impatrtiality, 8 Feb. 2019, Twitter, https://blog.twitter.com/en_in/topics/events/2019/impartiality.htr

Hereinafter referred as ‘Amnesty International India’

Interview with Shazia limi, Member, Bharatiya Janata Party, on 25 November 2019 in New Delhi, India
(QT RWTRQUG QH UVWF[ VJG VGTO nYQOGP RQNKVKEKCPUo KPENWFGU RCTV[ OGODGTU YJQ OC

5. The crowd-sourced research mobilised as many as 1,912 Decoders from 82 countries, with 57.3% (1,095 Decoders) hailing from India across 26 states. Abo
contributed cumulatively by the Decoders. The research analysed tweets in 9 languages, including Bengali, English, Guijarati, Hindi, Kannada, Malayalam, M:




WHAT DID WE FIND?

1in every 7 tweets that mentioned women politicians in
India was 'problematic' or 'abusive'

13.8% of the tweets that mentioned 95 women
politicians in the study were problematic (10.5%) or
abusive (3.3%). This amounted to 1 million problematic
or abusive mentions of the 95 women between March
and May 2019, or over 10,000 problematic or abusive
tweets every day across all women in the sample.

Indian women politicians experienced substantially
higher abuse than their UK and USA counterparts

A similar study conducted by Amnesty International in
the UK and USA in 2018 to measure the online abuse
faced by 323 women politicians found that 7.1% tweets
mentioning politicians were 'problematic' or 'abusive'.®
Whereas this study, using a similar methodology, but
focusing on a shorter period during elections found
that Indian women politicians experienced 13.8%
problematic or abusive tweets, which is substantially
higher.

Women politicians prominent on Twitter are targeted more

It has long been assumed that being more visible on
social media as a woman, can lead to more abuse. This
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suggested categories. Nevertheless, of all the tweets
that were labelled as problematic or abusive, over 1in 5
answers (19.9%) showed sexism or misogyny.

A deeper look at the tweets that demonstrated sexism

or misogyny showed that sexism was experienced by

YQOGP KPFGRGPFGPV QH RQNKVKECN KF(
religion, caste, race, age, marital status, and election

outcome.

Muslim women received 94.1% more ethnic or religious
slurs than women from other religions

Women politicians who are or perceived as Muslims

TGEGKXGF UKIPK,ECPVN[ OQTG CDWUG YJG!
women from other religions. They received 55.5% more

problematic or abusive content. 26.4% of the problematic

or abusive content experienced by them contained ethnic/

religious slurs, nearly double the proportion for women who

are or perceived as Hindus (13.7%).

Women politicians belonging to marginalised castes
received 59% more caste-based abuse compared to
women from other castes

Women from marginalised caste received 59% more
caste based abuse than women from general castes.
In cases, where problematic or abusive content was
KFGPVK,GF YQOGP DGNQPIKPI VQ OCTIKF
such as Scheduled Castes, Scheduled Tribes and
Other Backward Classes (8.6%) received more caste-

ased

UVWFL EQP,TOU VJCV VIGTG KU CENGGLEQT R hEs Belongiy o'gnerl (5.4%) or

the number of mentions and the proportion of abusive
content received by women.

We tested this by grouping the politicians by mentions.
When we split the group into the top 10 most-mentioned
politicians and others, we found that the top 10 had a
mean of 14.8% problematic or abusive content versus
10.8% for the others. This meant that while the top 10
received 74.1% of all mentions, they received 79.9% of
problematic or abusive mentions.

1in every 5 problematic or abusive tweets was sexist or
misogynistic

Decoders were directed to label the problematic or
abusive content as containing sexism and/or misogyny,
ethnic or religious slur, racism, casteism, homophobia or
transphobia, sexual threats, physical threats or ‘other’.
'‘Other' was used when tweets containing problematic or

Unknown/ Undeclared caste (7.2%).

Notably, a prominent woman politician from
OCTIKPCNKUGF ECUVG TGEGKXGF UKIPK,E
based slurs than others. This indicates that caste

identity is more often than not, a key element of

problematic or abusive content for women belonging to

marginalised castes.

Women politicians from political parties other than the
Bharatiya Janata Party experienced more abuse

While women politicians across all political parties
experienced sexist abuse, their overall experience was
divided along party lines.

As compared to women politicians associated with the
Bharatiya Janata Party (BJP), which is also the ruling
party in India currently, women politicians from ‘other

CDWUKXG EQPVGPV FKF PQV ,V KP VJG parffied'G epérieiecet 5579 Eré grdblematic or

Notably, the most common selection was the ‘other’
category (74.1%). This indicated that most problematic

abusive content.Women politicians associated with the
Indian National Congress (INC) also received 45.3%

QT CDWUKXG EQPVGPV FKF PQV ,V PG CMdid ptoBlidhati€d? indPe-abMsivé content than BJP.


https://decoders.amnesty.org/projects/troll-patrol/findings

Online abuse against women on this scale should not and
does not have to exist on social media platforms. Companies
like Twitter have a responsibility to respect human rights,
which means ensuring that women and marginalised groups
using the platform are able to express themselves freely and
without discrimination.

In the recent past, Twitter has admitted that it has created
an unsafe space for women by perpetuating harassment and
abuse. While Twitter has guidelines in place to identify abuse
and hate, and has also improved its policies and reporting

RTQEGUU QXGT VJG [GCTU VJG ,PFKPIU LIJ Iy
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uniform, and are based on human rights standards and
gender-sensitive due diligence. Considering India’s linguistic
diversity, Twitter should ensure coverage not only of India’s
main languages, but also regional languages, with due
focus on mixed language tweets where native scripts are
used alongside Latin scripts. Further, it should ensure that
discrimination and abuse on the basis of gender, caste,
religion, ethnicity, gender identity, sexual orientation

and other identifying factors does not prevent users from
exercising their right to freedom of expression equally on the
platform. Importantly, it must constantly and transparently

eva u\é\{e aﬁoU mveagu‘%ecw\ﬁe}ﬁgr(lzi lle %ffectivelx(tackling online
QOGP

RQNKEKGU CTG PQV UWH,EKGPV VQ CF'\:/iglee'nge%g\a/iﬁ?S?W(\)/m%r%KEKV[ VJCV

face online.

Amnesty International through its Toxic Twitter study (2018) °
and Troll Patrol study (2018) *° has repeatedly asked Twitter
to make available meaningful and comprehensive data
regarding the scale and nature of abuse on their platform, as
well as how they are addressing it.

$CUGF QP VJG ,PFKPIU QH VIJKU UVWF][

steps for Twitter to ensure that its policies are transparent,

Online abuse has the power to belittle, demean, intimidate

CPF GXGPVWCNN[ UKNGPEG YQOGP 6YKVVGT
commitment to providing a ‘safe space’ to women and

marginalised communities. Until then, the silencing effect

of abuse on the platform will continue to stand in the way of

women'’s right to expression and equality.

YG TGEQOOGPF HWTVJIGT

“People should know what women in politics endure,
what they have to put up with and how unequal it
DGEQOGU HQT VJGO +V KU UWEJ C
speak. Really | do believe that Twitter is my workplace.”

PEIWV KH O] YQTMRNCEG YGTG VQ I
time, would | be able to contribute, to the cause that |
represent, easily and with fairness, if | am constantly
being attacked for being a woman.”

— Shazia limi, Member, Bharatiya Janata Party

Amnesty International, Troll Patrol Findings, https://decoders.amnesty.org/projects/troll-patrol/findings

Marginalised caste, in this study, included politicians belonging to Scheduled Caste, Scheduled Tribe and Other Backward castes. The Scheduled Caste (SCs) and ¢
QH,EKCNN[ FGUKIPCVGF ITQWRU QH JKUVQTKECNN[ FKUCFXCPVCIGF RGQRNG KP +PFKC #TVKENGU
respect to any State or Union Territory. For the purpose of study, the caste identity of thekDivariaesitaime fodishoka University. ‘Unknown/ Undeclared caste’ refer
to those who either did not publicly declare their caste and/or Amnesty International India was unable to identify them with a particular caste group.

Other parties included Aam Aadmi Party, Apna Dal, All India Anna Dravida Munnetra Kazhagam, All India Trinamool Congress, Bahujan Samaj Party, Commn
(Marxist), Communist Party of India (Marxist-Leninist), Dravida Munnetra Kazhagam, Jammu & Kashmir National Congress, Jammu & Kashmir Peoples Den
Mukti Morcha, Rashtriya Janata Dal, Shiromani Akali Dal, Shiv Sena, Samajwadi Party, Telangana Rashtra Samiti, Yuvajana Sramika Rythu Congress Party.
further disaggregated by ‘other’ parties as we did not have statistically relevant samples for each party (having a sample per party between 1 and 4 members
that, except for some notable cases, many women from these parties did not have an active Twitter account.

Amnesty International, Toxic Twitter, INDEX NO. ACT 30/8070//2018

#OPGUV[ +PVGTPCVKQPCN 6TQNN 2CVTQN (KPFKPIU JVVRU FGEQFGTU COPGUV[ QTI RTQLGEVL



https://www.amnesty.org/en/latest/research/2018/03/online-violence-against-women-chapter-1/
https://decoders.amnesty.org/projects/troll-patrol/findings
https://decoders.amnesty.org/projects/troll-patrol/findings
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Methodology

Troll Patrol India project is a joint effort by human rights researchers, technical experts and thousands
of online volunteers to build a large crowdsourced dataset of online abuse against women politicians in
India.

This chapter explores the methodology adopted to measure the scale and nature of online abuse faced
by women politicians in India. It discusses ‘who did we study’, ‘when did we study’ and ‘how did we
study’.

The women politicians represented a variety of political views spanning the ideological spectrum. Using
data science we were able to provide a quantitative analysis of the scale of online abuse against women
politicians in India.



Troll Patrol India is a crowdsourcing effort to demonstrate
the scale and nature of online abuse against Indian women
politicians on Twitter in the context of the 2019 General
Indian Elections of India. Following the methodology
developed together with Element Al for Amnesty
International’s 2018 Troll Patrol study, we built a database of
over 114,716 tweets mentioning 95 women politicians from
India and asked digital volunteers, known as ‘Decoders’ to
identify problematic and abusive content in those tweets.

An impressive number of 1,912 Decoders from 82

countries analysed the tweets to create a labelled dataset of
problematic or abusive content. The Decoders were shown a
tweet with username obscured, mentioning one of the women
in our study, then were asked simple questions about whether
the tweets were problematic or abusive, and if so, whether
they revealed misogynistic, casteist or racist abuse, or other
types of violent threats. Each tweet was analysed by multiple
Decoders.
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The Troll Patrol India microsite was launched for decoding
on 15 May 2019 and was open till 8 August 2019. Great
effort was put into designing the user-friendly and interactive
interface, and could be accessed by Decoders through
computers and mobile phones?®

STUDIED POPULATION: WOME
POLITICIANS ON TWITTER

IDENTIFYING INDIAN WOMEN
POLITICIANS

6JG UCORNG QH YQOGP RQNKVKEKCPU YCU K
submission of nomination papers by the women contesting in
the 2019 General Elections. The criteria for sample selection

The Decoders were shown aideo tutorial CPF FG,PKVK QEY as follows-

and examples of problematic and abusive content, and they
were encouraged to engage on an online forum where they
could discuss the tweets with each other and with Amnesty
International’s and Amnesty International India's researchers.

In total the Decoders labelled 142,474 tweets, totalling
474,383 individual answers. This large number allowed us
to have both a dataset of 114,716 tweets sampled uniformly
at random, and a smaller dataset of 27,758 tweets sampled
from a more experimental procedure. The experimental
dataset was made possible by the huge amount of interest in
the campaign. It was a learning opportunity for us to further
our experience of using advanced analysis tools on real world
data, and preparing the terrain for future campaigns. In the
interest of simplicity and methodological clarity, however, all
the statistics in the rest of this report were computed on the
basis of the tweets sampled uniformly at random.

Using the subset of 114,716 tweets sampled uniformly at
random and annotated by the Decoders, we extrapolated the
abuse analysis to the full 7 million tweets that mentioned the
Indian women politicians selected for our study. The results
published in this study are based on this.

The tweets were deployed throughTroll Patrol India page*

- hosted on Amnesty Decoders'? the micro-tasking platform
based on Hive (Labs, 2014) and Discourse (Discourse). This
platform by Amnesty International engages Decoders (mostly
existing members and supporters) in human rights research.

. Members of Parliament in the two most recently elected
Lower House of Parliament (15th and 16th Lok Sabha)

. Members of Parliament in the two most recently elected
Upper House of Parliament (Rajya Sabha)

. Members of the Legislative Assembly of the States and
Union Territories as of February 2019

r 2CTV[ QH,EG DGCTGTU CPF URQMGUYQOG
national and regional political parties

. Members from reserved constituencies (seats reserved
HQT URGEK,E ITQWRU KP VJG +PFKCP 2CT
and state level)

. Current and former chief ministers (elected heads of
government) for all states and union territories

6JG 6YKVVGT CEEQWPVU QH VIGUG YQOGP Y
CEEQWPV YCU PQV pXGTK,GFq C 6YKVVGT D
the account to be authentic)!* then the team investigated to

ensure that the account was genuine, by using party websites

and other such sources. Our research resulted in 101 Twitter

handles. Of these some had very little Twitter activity — 95
RQNKVKEKCPU JCF CV NGCUV QPG VYGGV OC
and 82 had 10 or more tweet mentions in the sample set

given to Decoders.

11. Troll Patrol India, Amnesty International India, https://decoders.amnesty.org/projects/troll-patrol-india

12. Troll Patrol, Amnesty International, https://decoders.amnesty.org/projects/troll-patrol

13. SeeAnnexure 3, Amnesty Decoders Tool and Screenshots

0QVG VICV 6YKVVGT XGTK,ECV KSae #DCQUWD/GEEFT B, GEF VAN EQPVPYNF KRG T JVVRU

accounts

JGNR VYKVVGT



https://decoders.amnesty.org/projects/troll-patrol-india#demo-section
https://decoders.amnesty.org/projects/troll-patrol-india
https://decoders.amnesty.org/
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PROFILE OF THE POLITICIAN;

We researched characteristics of these politicians such

weets for the Troll Patrol India project. The
at was labelled by Decoders included 114,716
tweets sampled uniformly at random, and a smaller dataset

CU RCTV[ CH,NKCVKQP RQNKVKECN Kp%fﬁigféﬁﬁﬁamﬁ’)%"érﬁ”?a reexPeinerly o

prior to the elections, current post, whether they contested
the election, whether they won the election, their religion,
caste, age, sexual orientation, gender identity, marital
status, their twitter followers and their twitter mentions. For

proce he statistics in thé rest of this study were
computed on the basis of the 114,716 tweets sampled
uniformly at random.

VIJKU ENCUUK,ECVKQP YG WUGF QH,EKCN UQWTEGU UWEJ CU GVJPKE

diversity studies and information in the public domain

HANDLING TWEET LANGUAGE

UWEJ CU RWDNKE RTQ,NGU CTVKENGU YTKVVGP D[ QT CDQWV VJGUG
YQOGP QH,EKCN YGDUKVGU KPENWF K PdoRsf@eriMd Intig Pitdduiétie bverity TilNdstud) @ISoMooked

websites, nomination papers,Lok Dhabaand Wikipedia
pages. It is important to note that this is an approximate

at tweets in languages other than English. Based on an
initial sample, Bengali, English, Gujarati, Hindi, Kannada,

ENCUUK,ECVKQP HQT VJG RWTRQUG Q Hu¥idyalkmOafaiNil Pl andVi¥IKgN thélkibund be the

research available in public domain and is not necessarily a

most commonly used languages in the tweets mentioning

TGfGEVKQP QH JQY GCEJ RQNKVKEKCP tHeenie Boliickind. ®dedifghhis in mind, at the time of

SELECTING A TIMELINE

We aimed to study tweets directed at women politicians
during the three-month period of March-May 2019 - that is,
in the lead-up to, during, and shortly after the 2019 General
Elections of India. Therefore, tweets mentioning women
politicians over these 3 months, were sampled. The General
Elections ran from 11 April 2019 to 19 May 2019, the
results of which were announced on 23 May 2019.

registration, decoders were given the option of choosing one
or more languages from these nine languages for decoding.

9G EQWNF PQV QDVCKP VJG NCPIWCIG ENCUI
itself through the third-party service used to access the data.

We instead, detected languages using an automated language
detection tool (Google Inc.). Some of the challenges in this

approach included, very short content for some tweets, no

access to any user data to estimate language, the ability

of users to use both Latin and native scripts on Twitter,

the usage of ‘Hinglish’ — a mix of Hindi and English — or

other mixtures of languages, etc. Despite its shortcomings,

VJG ENCUUK,ECVKQP YCU WUGHWN KP GPICI
own language and in providing a rough analysis of abuse

O BTAI N I N G AN D P ROC ES$;I(;ST{E§’[ languages. Importantly, using the available

TWITTER DATA

OBTAINING SAMPLE TWE

The women in this study were mentioned in over 7 million
tweets between March and May 2019. Crimson Hexagon (now
part of Brandwatch) was used to obtain a subsample of these
tweets. A random sample of 10,000 tweets were extracted

per day as per the Twitter API (Application Program Interface)
terms. The sample included tweets mentioning at least one of
the women politicians’ twitter handles and excluded retweets
and tweets that were deleted before the date of extraction.

Although the API allows 10,000 tweets per day, the actual
number was lower due to exclusion of deleted or private
tweets and retweets. We also removed all completely content-
free tweets (those that were just a list of @mentions and no
other content) — such tweets amounted to 1.7% of our initial
sample.

Out of the data obtained from Crimson Hexagon, we sampled

Decoders could provide feedback on language
mischaracterisation.®

EI%I%CODING - ANALYSIS OF ABI

BY VOLUNTEERS

The tweets obtained through random sampling were analysed
through a process called ‘Decoding’. Amnesty Decoders

is an innovative platform for volunteers around the world

to help Amnesty researchers in analysing large volumes of
pictures, documents and social media messages through
their computers and phones. These Decoders were trained in
identifying and categorising problematic and abusive content.
After a video tutorial, Decoders were asked to select their
language(s) of preference. After being shown a tweet from an
obscured username, which mentioned one of the women in
our study, they were asked multiple-choice questions:

1. “Does the tweet contain problematic or abusive
EQPVGPV!Ig 0Q 2TQDNGOCVKE #DWUKXG

2. Unless their answer was No, the follow-up question


http://lokdhaba.ashoka.edu.in/LokDhaba-Shiny/
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was “What type of problematic or abusive content does not expect perfect alignment between individuals. We also
KV EQPVCKP!q 6JG &GEQFGTU E QW N¢onpardtEE ggreement @itorgsd thescrowd and experts. We

responses from a list, namely - sexism or misogyny, GZRGEVGF pGZRGTVqg #OPGUV[ +PVGTPCVKQI
ethnic or religious slur, racism, casteism, homophobia YKVJ VIJG KUUWGU VQ JCXG JKIJGT CITGGOG
or transphobia, physical threat or sexual threat or a Decoders.

miscellaneous ‘other’ category for those tweets that

could not be easily categorised. #ITGGOGPV COQPIUV TCVGTU QH VYGGVU YC

two measures: Fleiss’ kappa and intra-class correlation
3. The Decoders had to further categorise the medium of EQGH,PKGPV

abuse - whether in the form of text, image or a video. )
There was fair agreement of experts on whether tweets

The Decoders could, at any point in time, access the contained problematic, abusive or neutral content and
FG,PKVKQPU CPF GZCORNGU QH RTQ D N@aeayécmet Wheraiz\ordinadh&ture of the classes was
content.’ considered (that is, 'Problematic' and “Abusive’ answers were

closer together than 'Abusive’ and ‘No").

When grouping together the ‘problematic’ and 'abusive'
EX P E RT A N A LYS E S classes, expert agreement was moderate. Expert agreement
with respect to the type of ‘problematic’ or 'abusive' content
Apart from engaging the Amnesty Decoders, we also had was also fair. As was expected, agreement of Decoders was
796 tweets assessed in-house by Amnesty International lower than that of experts.
India’s staff familiar with the parameters of ‘problematic’ and
‘abusive’ content. Each tweet was analysed by three experts,

thus enabling the validation of response. For each of the nine 4 Iso fair wh ) her th
languages, three different experts looked at all of the tweets Decoder agreement was also fair when grouping together the

. . . ‘problematic’ and 'abusive' classes and also when evaluatin
in that particular language, in order to allow for an agreement P g

CPCN[UKU DGVYGGP VJG GZRGTVU ZGQ\fQ‘]I\?GV %%WI@PQEVRG(!DT\@EIQ\LI\}/&@GVU ENCUUK
showed that our crowd results were better than random

language decoded tweets of that language. For example, 261 »

VYGGVU KP '"PINKUJ YGTG FGEQFGF DJ[ ghﬁcge GZRGTVU fWGPV KP

English, while 38 tweets in Marathi were decoded by another

VITGG GZRGTVU fWGPV KP /CTCVJK

Agreement amongst Decoders was fair when the ordinal
PCVWTG QH VJG ENCUUK,ECVKQP YCU VCMGH

AGGREGATED PROPORTIONS

GENERATED ESTIMATES Gf-ROSS TWEETS
PROBLEMATIC AND ABUSI|(REVIG FGUETKRVKXG UVCVKUVKEU IKXGP

study, we used the same methodology developed by Amnesty

C O N T E N T International and Element Al for the 2018 Troll Patrol

Study** CIITGICVKPI &GEQFGTUO0 CPPQVCVKQPL
all tweets in the set, as opposed to aggregating the majority
vote 2

AG R E E M E NT ANALYS I S Our method of treating each vote as a measure meant that

the following two scenarios on 10 tweets would lead to the
The Amnesty team investigated whether Decoders generally UCOG CIITGICVGF GUVKOCVG QH CDWUG

CITGGF QP VJG ENCUUK,ECVKQP QH C VY¥G\fH VY &g R/-I—YQBQBI\{/C?:J%CVKE QT

abusive. Due to the subjective nature of the analysis, we did

15. SeeAnnexure 1, Enrichment
16. For more information about handling |ssepfagesxure 2
(QT FG,PKVKQPU CPF GZCORNGU QH RTQDNGOCVKE CPF CDWUKXG VYGGVU UGG EJCRVGT QP /¢
18. For results of the expert decoding agreemesacahahesisye 5.
(NGKUU CPF KPVTC ENCUU EQTTGNCVKQP EQGH,EKGPV 5JTQWYV JVVRU RU[EPGV CRH
20. See,HWNN CITGGOGPV CPCN[UKU CPF OGVJQFQNQI[ KPENWFKPI FG,PKVKQPU QH HCKT CPF OQFG"
#OPGUV[ +PVGTPCVKQPCN 6TQNN 2CVTQN (KPFKPIU JVVRU FGEQFGTU COPGUV[ QTlI RTQLGEV
22. Laure Delisle et al, Troll Patrol Methodology Note, https://decoders.azureedge.net/data-viz/iimages/Troll%20Patrol%20-%20Methodology.pdf
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. 10 tweets, each labelled as abusive by 30% of its raters,
and as neutral by the remaining 70% of its raters.

. 10 tweets, 3 of which were labelled as abusive by 100%
of their raters, and the other 7 are labelled as neutral by
100% of their raters.

the research project many times over, including resource
intensive steps of data collection and crowdsourced labelling,
and comparing the results. However, given the actual
unfeasibility of this approach, we instead obtained measures
of accuracy of the results through the statistical method of
bootstrapping.

6JKU YCU LWUVK,GF D[ VJG CITGGOGPVBc%Et?aB‘pﬁr%b%Vol\'/:elé%Er}gi‘bgr%uﬁdomresampleswith

in the previous section and Annexure 5. Unlike a visual
ENCUUK,ECVKQP VCUM YKVJ C ENGCT
raters were often divided, especially when the abuse in a

tweet was subtle or contextual. The aggregation of proportions
CEEQWPVU HQT VIJKU XCTKCDKNKV] QHti%RKPK

accurate picture, without resorting to the extreme solution of
a majority vote, which dismissed the minority’s perception
of abuse, or considered a tweet abusive if at least one of

its raters voted as such, which overestimated the overall
perception of abuse.

WEIGHTING

The answers of the Decoders were re-weighted to account
for sample mismatch with the pool of tweets (the true
FKUVTKDWVKQP KP VJG pYQTNF UGVq
both responses and tweets included: 1) Response weighting
accounting for tweets that were analysed less or more than
the expected number of times (e.g. if one tweet had two

out of six annotations as Abusive, and one had one out

of three annotations as Abusive, those contributed in the
same way); 2) Weighting by tweet collection ‘batch’ used a
uniform sampling per day (e.g. if one date had 20,000 tweets
mentioning the women and a second date had 10,000,

eplacement from the weighted set of 114,716 labelled

CPFE

tweets: IJ—_Da%h rgngo resampl% %’é’kﬁr’f stToWh\{e ‘]same size as
the set of labelled tweets and resampling with replacement

ORNKGF VJCVCURGEK VYGGV OC[JCXG(
n%e’e?m%%%

esih'a s@gle?es%mple Wherfe S ano
have ended up in the same resample at all.

The frequencies of tweets with problematic or abusive

content as well as the frequencies of types of problematic

or abusive content presented in this report were calculated

as the medians across the 100 resamples. The uncertainty

associated with these frequencies and conversely thus the
TQDWUVPGUU QH QWT ,PFKPIU YGTG RTQXKF
EQP,FGPEG KPVGTXCNU YJKEJ YGTG ECNEW
between the 2.5% and 97.5% quantiles across the 100
TGUCORNGU 6JG EQP,FGPEG KPVGTXCNU
URGCMKPI NGXGN QH EQP,FGPEG VJCV

cglﬁa}%e‘& Yh F LJe ﬁe%ge}{c%g— &ey\éwoq"tﬁe W19re than 7

million relevant tweets.

In short, bootstrapping entailed getting multiple estimates

of the frequencies, each on a random resample with

replacement from the actual set of labelled tweets, and

aggregating over the resamples to gauge the accuracy of

QWT ,PFKPIU 6JG TCVKQPCNG HQT GORNQIK
was that repeated sampling from the empirical distribution

VJG ,TUV FCVG UJQWNF JCXG JCF VY KEdthe ab&laiRjestsrvamsStveltldsést @pp®ximation to the

sample) and 3) Weighting by tweet language distribution
accounting for a difference of completion between different
languages for the last batch of data®

aforementioned ideal but unfeasible repeated sampling from
the real-world distribution of the over 7 million tweets by
conducting the research project.

ACCOUNTED FOR SAMPLING
UNCERTAINTY: BOOTSTRAMBIEIONS OF THE STUDY

Every statistical analysis based on a sample must evaluate

Crude method used for Language detectionDue to limited

VJG TODWUVPGUU QH KVU ,PFKPIU CIC Kasyi¢es, Ye useg p yegy Basigpatod for language

induced by its sampling mechanism. In this study, one major
but controllable source of uncertainty stemmed from the
limitation in data collection: Maximum 10,000 tweets per
day, sampled by the provider uniformly at random, among all

detection, namely Google’s language auto detection. This

method resulted in the language of some tweets being

YTQPIN[ KFGPVK,GF YJKEJ EQWNF JCXG TGF
experience as they may have received tweets in a language

VIG VYGGVU QH VICV FC[ OGPVKQPKP| ReYBAREN§EGREK cPU KFGPVK,GF

This is but a small portion of the much larger volume of such
tweets from that day.

In an ideal world with unlimited resources, we would have

English as the preferred language for DecodingA high
proportion of the Decoders selected English as their primary
language, possibly limiting the diversity of the study.

OGCUWTGF VJG TQDWUVPGUU QH QwT ,PigRaplfihes regult af fhadesiuigngpyefiorts that were

primarily in English and the limitations in our outreach as
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an organisation. This also resulted in English tweets being JCXG KPfWGPEGF QWT ,PFKPIU
exhausted quickly, and lesser engagement on the tweets in

other languages. Timeline: +V KU KORQTVCPV VQ PQVG VJICV VIJIG

are restricted to the time period during which the tweets were
"ZENWUKQP QH ,TUV WdéterGpdRtiQiahKwhe E K C Raimpled i.e. between 1 March 2019 to 31 May 2019. While
EQPVGUVGF GNGEVKQPU HQT VJG ,TUV thekledBons @ar&hakizrbriv W A@iF204Pto\23 Kiby 2019,
study, since at the time of creating the sample of politicians the period between March and May witnessed extensive
for study, the information on their candidature or nomination election campaigning. A longer period of tweet samples may
YCU GKVJIGT PQV ,PCN QT CXCKNCDNG hakd\eKdbied tie@tody taxbptiid théJabusé @Xpei¢hced by

experienced online abuse during their campaign and after women politicians over a longer period of time. It would have
GNGEVKQPU CPF VJG UVWF[ YQWNF JCa&d sbe@ Ryt ovi Yhe patidrmspOabvise@lrifig normal and
inclusion. peak times, depending on political events and campaigning

. . o around the year.
Tweet sampling and de-identifying: Decoders analysed

random tweets with Twitter handles blurred. We chose to
de-identify the tweets to protect individuals sending and
receiving problematic and abusive content. This meant that
Decoders could not tell if a woman politician was being
targeted herself or merely included as one of a list of names.
The tweets were also shown without the corresponding thread
or conversation due to limited access to Twitter data. This
meant that Decoders could not use the rest of a conversation
to judge a tweet.

Perception of Decoders:The study has relied on the
RGTEGRVKQP QH VJG &GEQFGT VYJKEJ KU KPfWGPEGF D[ VIJGKT
experiences and prejudices. What may be considered as
problematic or abusive to one may not be considered the
same by another. The project addressed this by showing the
same tweet to many Decoders, which facilitated "validation"
QH TGURQPUGU DWV KV KU UVKNN RQUUKDNG VJCV pCVIRKECNg QRKPKQPU

23. SeeAnnexure 4, Weighting




QI (g
@I (IEEEha | have
never seen a more ugly woman thar
you. A wild pig would be prettier thai
your disgustingly dirty face. Maybe
constant rejection from ur communit
has caused u to eat some smelly
Muslim ass.

‘Problematic’- Problematic tweets contain hurtful or hostile content,
especially if it were repeated to an individual on multiple or cumulative
occasions, but not as intense as an abusive tweet. It can reinforce
negative or harmful stereotypes against a group of individuals (e.g.
negative stereotypes about a race or people who follow a certain religion).
Such tweets may have the effect of silencing an individual or groups of
individuals.

‘Abusive’ — Abusive content violates Twitter’s own rules and includes tweets

that promote violence against or threaten people based on their race,

ethnicity, national origin, sexual orientation, gender, gender identity, religious
CH,NKCVKQP CIG FKUCDKNKV[ QT UGTKQWU FKUGCUG

Examples include: physical or sexual threats, wishes for the physical harm or
death, reference to violent events, behaviour that incites fear or repeated slurs,
epithets, racist and sexist tropes, or other content that degrades someone.



@Ik Are gaddari ke had hoti

ha ek Randi ka v iman hota ha

SEXISM OR MISOGYNY

Insulting or abusive content
directed at women based on their
gender, including content intended
to shame, intimidate or degrade
women. It can include profanity,
threats, slurs and insulting epithets.

QNI |t ¥
{(— {|E< |£ m"EY £

CASTE SLUR

Discriminatory, offensive or
insulting content directed at
a woman based on her caste,
including content that aims to
attack, harm, belittle, humiliate or
undermine her or her community.

O I i u dorit
have brain to decide from wher u should ght
election? Brainless female, she looks so
horrible she thinks herself Indira Gandhi’s
replica my foot. She looks like transgender

HOMOPHOBIA OR
TRANSPHOBIA

Discriminatory, offensive or insulting
content directed at a woman based
on her sexual orientation, gender
identity or gender expression.
This includes negative comments
towards bisexual, homosexual and
transgender people.

@It You should really thinl
take proper education in school instead ¢
Madarsa jehadi aunty. It's looking clear ci
photoshoped and you are making issue ¢
this.. Use your common sense PattharBa
aurat

ETHNIC OR RELIGIOUS SLUR

Discriminatory, offensive or insulting
content directed at a woman based on
her religious beliefs and or ethnicity,
including content that aims to attack,
harm, belittle, humiliate or undermine
her and her community.

PHYSICAL THREATS

Direct or indirect threats of physical
violence or wishes for serious
physical harm, death, or disease.

OTHER

There will be some tweets that fall
under the ‘other category’ that are
problematic and/or abusive. For
example, statements that target a
user's disability, be it physical or
mental, or content that attacks a
woman'’s nationality, health status,
legal status, employment, etc.

@ s (ial Put this
stupid, idiot anti national, dangerous lady
either in jail or send her to pakistan. These
shameless people are harming the integrity of
the nation.

RACISM

Discriminatory, offensive or insulting
content directed at a woman based
on her race, including content
that aims to attack, harm, belittle,
humiliate or undermine her.

@I @ka ChumaiavkeB:
Laura dunga https://t.co/DTJYlhohv'Y

(note: video has been removed from platform;

SEXUAL THREATS

Direct or indirect threats of sexual
violence or wishes for rape or other
forms of sexual assault.



Decoders: The Spirit of
Volunteerism Enabled the
Crowdsourced Research

The research on this scale by Amnesty International
India and Amnesty International could only have
been possible because of the volunteering spirit
demonstrated by civil society, which contributed both
time and efforts to the process generously.

6JKU EJCRVGT GZRNQTGU VJG RTQ,NG QH VJG &GEQFGTU
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DECODERS BACKGROUND: COUNTRIES AND CITIES

A total of 1,912 Decoders were involved in Troll Patrol India, representing 82 countries (based on registration). Most Decoders
(57.3%) came from India (based on user-declared country during registration). For most users (1,764 of 1,912) this study

YCU VIGKT ,TUV &GEQFGTU RTQLGEV /QUV TGVWTPKPI WUGTU YGTG HTQO QWVUKF!
comments) joining the project out of general interest in volunteering.

Decoders by country of origin

Fig: 1

Within India, most Decoders engaged from Delhi. While the second highest number of Decoders were from Uttar Pradesh,
within the state most Decoders came from Noida which is a part of the Delhi National Capital Region (Delhi NCR), making
Delhi NCR the highest source of volunteering in this project.

State of origin for Indian Decoders

Fig: 2
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DECODING SUBMISSIONS

Decoding took place between 13 May 2019 and 8 August 2019. Promotional events at colleges in Delhi and Punjab and the
‘Decodathon’ in Bengaluru resulted in spikes of decoding rate.

DECODER BEHAVIOUR

The median assignments completed by a Decoder was 24 and the median time spent in a decoding session was 15.5 minutes.
This is good in terms of engagement with a voluntary online task.

Of the 1,912 registered Decoders, 88% (1,692) decoded, while the rest browsed and/or quit for various possible reasons.

USER LANGUAGE

Most common language option for Decoders

Fig: 3



Common choice of language for DecodersBy far, English
was the most-opted language by users (1,012 users). In fact,
most users decoded tweets in English at some point (1,464
or 86.7%), regardless of what other language was selected.

This could be attributed to English being the main language
of the Decoders website, including the help taskbar and the
registration process. Although the training video for Troll
Patrol India was also translated into Hindi, which is the most
commonly tweeted language in India - and examples of Hindi
tweets were also provided - some knowledge of English, by
default became a baseline requirement. Most of our earlier
projects have been in English, therefore anyone volunteering
due to previous interest was more likely to be an English-
speaker. Lack of time and resources for the translation of the
Decoders website into other languages also contributed to the
use of English.

We also acknowledge that these choices may have led to
reduced diversity in the outlook of the Decoders assessing
tweets. Further, their opinions may not be representative
of the wider Indian population about what would count as
problematic or abusive content, and views of some cultural
ITQWRU
English.
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OFFLINE ENGAGEMENT

IHfKPG GPICIGOGPV YCU DCUGF QP C OQFGI
volunteers who in turn mobilised other volunteers. Events

were conducted in Delhi and Punjab to engage Decoders, of

whom most were students? They were briefed on the project

and were given an orientation on decoding. They were asked

to read tweets mentioning women politicians on Twitter and

then asked to analyse the tweets, as part of a mock decoding

exercise.

# OGNCPIG QH QHfKPG CPF QPNKPG GPICIGO
organise a Decodathori in Bengaluru on 6 July 2019. The

event was promoted through a Facebook event page and

emails to our Bengaluru-based volunteers. During the event,

speakers engaged the audience and the participants debated

on the reasons behind trolling in India.?®

DECODER SURVEY

GURGEKCNN[ VIQUG NGUU NKMEREYFE SOG“NZW(?%CU dRG9dY YRS Ay @ voluntary

survey. The questions related to basic biographic details
about the Decoders and their past experience of facing online
abuse.

E N GAG E M E N T O F D E CO D E%ﬁg% of the Decoders answered the survey. More

Decoders were directed to the website through a combination
QH QPNKPG CPF QHfKPG GPICIGOGPV

ONLINE ENGAGEMENT

Decoders were engaged digitally through advertisements

on social media and targeted emails that were sent out to
existing and new supporters, encouraging them to sign up for
this project. Twenty volunteers were engaged, using online
platforms such as Internshala, Lawoctopus, Latestlaws

and Noticeboard. While these volunteers decoded tweets
themselves, they also engaged other volunteers.

Two volunteers were engaged to monitor and respond to
comments on the digital community forum and to engage
with Decoders online between May 2019 and July 2019.

JCNH QH VJG &GEQFGTU YJQ VQQM VJIG
female.

Both female and male Decoders reported past experience of
online abuse. We recognised that this was a limited survey
and did not indicate the nature, degree or sources of online
abuse, but this indicated the situation of underreporting of
abuse by men. While 35.4% (677) of all Decoders reported
experiencing abuse, 14.5% (287) were unsure.

AGE OF THE DECODERS

The majority of Decoders in Troll Patrol India who completed

the survey (76%) were under 34 years of age. This

TGfGEVGF #OPGUV[ +PVGTPCVKQPCN +PFKCc
engagement of university students, which included holding

interactive events at colleges.

6JGUG XQNWPVGGTU CNUQ ECVGIQTKUGF VIQWUCPFU QH fCIIGF VYGGVU

based on language.

24. A total of 565 people attended the events. The breakup is as follows: Khoj Studio (35 attendees), BR Ambedkar College, Delhi University (80 attendees), Pur
Chandigarh (55 attendees), Maitreyi College, Delhi University (72 attendees), Hindu College, Delhi University (100 attendees), Kirori Mal College, Delhi Unive
Kamala Nehru College, Delhi University (108 attendees) and Indian Institute of Technology, Delhi (15 attendees)

25. You can read more about the event at https://amnesty.org.in/decodathon-indiatrollpatrol-irl-in-real-life/



https://amnesty.org.in/decodathon-indiatrollpatrol-irl-in-real-life/
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Findings

“The online abuse that followed in 2014 for a young girl entering poli
was traumatising. The trolling was sexist, misogynistic and targeted |
being Muslim. | was toldlthat/e no right to speak as a Muslim.woman
Rape threats were routine, as were character assassinations, insinu
about my sexual relationships with older men”.

"Now in 2019, | have considerably reduced my activity on Twitter.
myself how trollable is that and whether
| really need to put up my opinion.”

— Hasiba Amin, National Convener,
Social Media, Indian National Congress
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1. 1IN EVERY 7 TWEETS THAT MENTIONED WOMEN
POLITICIANS IN INDIA WAS 'PROBLEMATIC' OR 'ABUSI

“If you were to see the trolling handles you will see a
common political ideology spanning across the handles.
They don't refrain from hitting out on women from their
own party if they feel they have been out of line.”

— Atishi, Member, Aam Aadmi Party, Political Affairs Committee & National Executive Advisor,
Deputy Chief Minister, Government of Delhi

Our study found that 13.8% of tweets mentioning the women in the study were problematic or abusive. This
amounted to nearly 1 million problematic or abusive mentions of these 95 women across three months around the
2019 General Elections of India. On average, this amounted to ovedl 0,000 problematic and abusive tweets every
day across all women in the sample, or113 per woman per day.

Frequency of problematic and abusive content

Fig: 4

Problematic Abusive

10.5% 3.3%
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2. INDIAN WOMEN POLITICIANS EXPERIENCED SUBSTA
HIGHER ABUSE THAN THEIR UK AND USA COUNTERF

A similar study conducted by Amnesty International in the UK and the USA in 2018 to measure online abuse faced by 323 women
politicians found that 7.1% tweets mentioning politicians were problematic or abusive. Whereas the Troll Patrol India study, using
a similar methodology, but focusing on a shorter period during elections found that Indian women politicians experienced 13.8%
problematic or abusive tweets, which was substantially higher.

Abuse against women politicians in UK, USA and India

Fig: 5

Notes:

e Abuse against women politicians in the UK and the USA was measured in the Troll Patrol study for a period of one year
(2017). Abuse in India was measured through the Troll Patrol India study using a similar methodology but focusing on
a shorter period during elections (March-May 2019). This may account for some of the difference in frequencies.

Country Problematic Abusive
UK 5.9% 1.3%
USA 6.4% 1.5%

India 10.5% 3.3%




TROLL PATROL INDXRGSING ONLINE ABUSE FACED BY WOMEN P@Q3TICIANS IN INL

3. WOMEN POLITICIANS WHO ARE PROMINENT ON TWI
TARGETED MORE

We wanted to analyse if politicians who are more prominent on Twitter (i.e. who receive a higher amount of mentions) received
more abuse.

Proportion of abuse by number of mentions

Fig: 6
Notes:

e This chart includes politicians with over 50 mentions in the sample

There is a clear positive association between the number of mentions and the proportion of abusive content received. This
,PFKPI EQP,TOU VJCV DGKPI OQTG XKUKDNG QP UQEKCN OGFKC CU C YQOCP RQNKYV

9G CNUQ EQP, TOGF VJKU D[ ITQWRKPI VJG RQNKVKEKCPU D[ OGPVKQPU 6Q FQ VJKU
politicians and the rest, and observed that the top 10 politicians had a mean of 14.8% problematic or abusive content vs

10.8% for the others. This meant that the top 10 received 74.1% of all mentions, but 79.9% of problematic or abusive

mentions.
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Comparison of top 10 most mentioned politicians vs others

Problematic or Abusive Proportion of tweet Proportion of abuse
tweets mentions
Top 10 most mentioned politicians 14.8% 74.1% 79.9%
All other politicians 10.8% 25.9% 20.1%

4. 1IN EVERY 5 PROBLEMATIC OR ABUSIVE TWEETS W,
MISOGYNISTIC

1P VJG 6TQNN 2CVTQN +PFKC YGDUKVG YJGP &GEQFGTU KFGPVK,GF C VYGGV CU RT
the type of 'problematic’ or 'abusive' content, from the choice of categories as shown on website. These categories were sexism

or misogyny, ethnic or religious slur, racism, casteism, homophobia or transphobia, physical threats, sexual threats and/or

QVIJGT 6JG[ EQWNF EJQQUG OQTG VJCP QPG ECVGIQT[ 'CEJ ECVGIQT[ JCF FG,PKVK
the website. Brief description of the categories was also made available which could be accessed by hovering the cursor over

the information icon next to each category.

The categories of types of 'problematic’ or ‘abusive' content has been detailed in chapter on Methodology. Examples of tweets
have also been shared.

(QT KPUVCPEG VJG KPHQTOCVKQP KEQP HQT nECUVG UNWTo FG,PGF KV CU pFKUET
YQOCP DCUGF QP JGT ECUVG VJCV CKOU VQ CVVCEM JCTO DGNKVVNG JWOKNKCV

The most common selection for type of abuse was the 'other' category (74.1%), suggesting most problematic or abusive
EQPVGPV FKF PQV ,V PGCVN[ KPVQ QPG QH VJG UWIIGUVGF ECVGIQTKGU KP C YC[ W

Frequency of type of problematic or abusive content

Fig: 7

Sexism or Ethnic or Homophobia or SUEL

misogyny religious slurs Racism Physical threats Caste slurs transphobia threats

19.9% 14.6% 9.5% 8.7% 5.9% 5.2% 2.9%
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OGCTN[ QPG KP GXGT[ ,XG RTQDNGOCVKE QT CDWUKXG VYGGVU FKURNC[GF UC
decoders.

“There are abusive tweets and messages about the colot
of my skin, how ugly | am, too ugly to be raped, and lots ¢
tweets about my private parts, and all kinds of ugly abuse
combining misogyny and Islamophobia, you name it.”

“And these are quite apart from the obvious rape and
death threats which say that ‘we will rape you in this
fashion, you should be raped in this fashion, you should

killed in this fashion’, and so on and so forth.”

— Kavita Krishnan, Polit Bureau Member, Communist Party of India (ML) Liberation

5. MUSLIM WOMEN RECEIVED 94.1% MORE ETHNIC OR
SLURS THAN WOMEN FROM OTHER RELIGIONS

Muslim politicians (n = 7, 20.8% of problematic or abusive tweets) experienced more abuse than other groups, including
women who are or perceived as Hindu (n = 66, 12.8% problematic or abusive content). Thus, Muslim women got 55.5% more
problematic or abusive content when compared to other religions.

Frequency of problematic and abusive content by religion

Fig: 8
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Religion Problematic Abusive
Hindu 9.7% 3.1%
Muslim 15.6% 5.3%
Other 11.0% 3.3%
Unknown 11.6% 3.3%

In terms of type of abuse, Muslim women received 94.1% more ethnic or religious slurs than women from other religions.
Racism-based abuse was also higher for muslim women at 12.6% vs 9.2% for Hindu women.

Frequency of type of problematic or abusive content by religion

Fig: 9

Sexism or Ethnic or Physical Homophobia or Sexual

Religion misogyny religious slurs Racism threats Caste slurs transphobia threats
Hindu 20.1% 13.7% 9.2% 8.7% 5.2% 5.3% 2.9%
Muslim 20.7% 26.4% 12.6% 10.9% 7.7% 4.1% 3.1%
Other 18.9% 12.6% 9.8% 8.0% 10.2% 5.6% 2.7%
Unknown 18.9% 13.5% 9.1% 7.8% 5.2% 5.2% 2.6%
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Comparison in the type of problematic and abusive content received by Muslim vs. non-Muslim
women (ratio)

Fig: 10

Sexism or Ethnic or Physical Homophobia or

misogyny  religious slur Racism threats Caste slur transphobia Sexual threats

4.1% 94.1% 35.7% 28.7% 37.1% -23.3% 8.5%

“Being a Muslim woman sometimes becomes a huge
burden. | am subjected to so much hate than a Muslim
man. Only 25% of what | get is based on the content of ir
politics, 75-80 % is about being a woman and a Muslim
woman.”

- Shazia llmi, Member, Bharatiya Janta Party
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6. WOMEN POLITICIANS BELONGING TO MARGINALISED (
RECEIVED 59% MORE CASTE-BASED ABUSE COMPARE
FROM OTHER CASTES

Women from marginalised castes received 59% more casteist slurs than women from general castes. In cases, where
RTQDNGOCVKE QT CDWUKXG EQPVGPV YCU KFGPVK,GF YQOGP DGNQPIKPI VQ OCTIK
slurs than those belonging to general (5.4%) or unknown/ undeclared castes (7.2%). This indicates that caste identity is more

often than not, a key element of problematic or abusive content for women belonging to marginalised castes.

Frequency of type of abusive or problematic content by Caste

Unknown/ Undeclared

Fig: 11

Sexism or  Ethnic or religious Physical Caste Homophobia or SUEL
misogyny slurs Racism threats slurs transphobia threats
Marginalised 18.1% 12.2% 9.2% 7.9% 8.6% 5.4% 2.7%
General 20.0% 14.7% 9.6% 8.7% 5.4% 5.2% 2.9%
Unknown/ 22.0% 21.9% 10.1% 10.0% 7.2% 6.1% 3.0%
Undeclared
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Comparison in the type of problematic and abusive content received by women from
marginalised castes vs. general castes (ratio)

Fig: 12

Sexism or Sexism or Ethnic or Physical Homophobia or

misogyny misogyny religious slurs Racism threats Caste slurs transphobia

-10.2% -17.5% -3.9% -9.4% 59% 3.4% -3.7%
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/. WOMEN POLITICIANS FROM POLITICAL PARTIES OTH
BHARATIYA JANATA PARTY EXPERIENCED MORE ABL

Most of the politicians with tweet mentions (about 76%) belonged to either the Bharatiya Janata Party (BJP) or the Indian National
Congress (INC), and about 62% of tweets in our sample mentioned someone from one of these parties. Compared to the ruling party
BJP, women politicians from ‘other parties’ experienced 56.7% more problematic or abusive content than BJP while INC politicians
received 45.3% more abusive or problematic content than BJP.

The ‘other’ parties include Aam Aadmi Party, Apna Dal, All India Anna Dravida Munnetra Kazhagam, All India Trinamool Congress,
Bahujan Samaj Party, Community Party of India (Marxist), Communist Party of India (Marxist-Leninist) Liberation, Dravida Munnetra
Kazhagam, Jammu & Kashmir National Congress, Jammu & Kashmir Peoples Democratic Party, Jharkhand Mukti Morcha, Rashtriya
Janata Dal, Shiromani Akali Dal, Shiv Sena, Samajwadi Party, Telangana Rashtra Samiti, Yuvajana Sramika Rythu Congress Party.
We have observed that, except for some notable cases, many women from these parties do not have an active Twitter account.

Frequency of problematic and abusive content received by women by political party

Fig: 13
Party Problematic Abusive
BJP 7.8% 2.4%
INC 11.5% 3.4%

Other 12.0% 4.0%
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“Most of the abuse is directed at Miss (Mehbooba) Mufti's
twitter handle which | have taken over since September
(2019). Previously the vile threats and abuses were
targeting Ms. Mufti. Since the troll army knows it's me, it's
been redirected towards me. Some of the threats | have
received go into graphic detail about the manner in which
| should be sexually assaulted and subsequently killed.”

— lltija Mufti, daughter of Mehbooba Mufti, the former Chief Minister of Jammu and Kashmir
who is currently under administrative detention

Looking into the type of abuse, showed that women from BJP received more ethnic or religious slurs (16.5%) compared to
those from INC (11.6%).

Type of problematic or abusive content received by women by political party

Fig: 14

Sexism or Ethnic or Physical Homophobia or Sexual

misogyny religious slur Racism threats transphobia threats
BJP 18.2% 16.5% 10.0% 8.9% 6.1% 5.0% 2.8%
INC 19.8% 11.6% 9.4% 7.4% 4.6% 5.4% 2.7%

Other 21.1% 15.9% 9.5% 9.5% 6.7% 5.2% 3.1%
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8. POLITICIANS WHO LOST THE ELECTION WERE TARGI

We also investigated the type of abuse by election results and noticed that politicians who lost, received 24.6% more
problematic or abusive content than politicians who won the elections. They also received 59.3% more ethnic and religious
slurs.

Frequency of problematic and abusive content by election outcome

Fig: 15
Result Problematic Abusive
Lost 11.4% 4.2%

Won 9.4% 3.1%
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Type of problematic or abusive content by election outcome

Fig: 16

Sexism or Ethnic or Physical Homophobia or

misogyny religious slurs Racism threats Caste slur transphobia SIUEIRGICETS

Lost 18.2% 18.1% 10.0% 9.5% 6.2% 4.8% 2.6%

Won 21.6% 11.4% 8.6% 8.7% 4.8% 5.7% 3.5%
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9. UNMARRIED WOMEN WERE TARGETED MORE

We hypothesised based on the content of some tweets that there may be a difference between problematic and abusive
content for women who are married as compared to those who are not. We found that politicians who were not currently
married (including widowed, divorced, separated and unmarried) received 40.6% more abusive tweets and 31% more
problematic tweets than married women. This suggests that women who are unmarried may be seen more as targets. We also
noted that information on marital status of many politicians (33 of 95) was not publicly available.

Frequency of abusive and problematic content by marital status

Fig: 17
Marital status Problematic Abusive
Married 9.4% 2.9%
Other 12.3% 4.0%
Not available 10.6% 3.2%

The most frequent type of abuse received by unmarried women was ‘sexism or misogyny', 13.9% more frequent than for
married women.



Frequency of type of problematic or abusive content by marital status

Fig: 18
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Marital Sexism or Ethnic or Physical Homophobia or Sexual
status misogyny religious slurs Racism threats transphobia threats
Married 18.9% 13.3% 9.5% 8.1% 5.4% 5.3% 2.7%
Other 21.5% 15.7% 9.7% 9.3% 6.4% 5.1% 3.1%
Not 18.1% 15.8% 9.6% 8.7% 5.6% 5.2% 2.8%
available

10.HINDI LANGUAGE WAS MOST FREQUENTLY USED TO

POLITICIANS

We looked at overall rates of problematic and abusive content among the different detected languages. The language
distribution as corrected for sampling is shown below. As we have noted in Annexure 2, these were detected languages
using an automatic language detection tool. The language detection had errors. These languages were used in the Decoders
platforms, allowing the Decoders to select preferred languages before labelling tweets. They could select one or multiple
languages and they were only shown tweets in their preferred languages.
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Languages of Tweets

Language Proportion

Hindi 53.9%
English 31.4%
Marathi 4.4%
Guijarati 2.6%
Telugu 2.5%
Tamil 2.1%
Bengali 1.3%
Kannada 1.10%
Malayalam 0.7%

Fig: 19

The language with most problematic or abusive content was also the most common - Hindi (15.3% all problematic or abusive
content). We found that problematic or abusive content was 26.9% more frequent in Hindi than other languages in our study
(with 27.7% more problematic content and 24.6% more abusive content).

All languages showed the expected proportions of problematic and abusive content except for Tamil. We investigated this

CPQOCN[ OQTG ENQUGN[ CPF YG DGNKGXG KVoU NCTIGN[ FWG VQ QPG pUWRGTWUGT
problematic. This was not consistent with other Decoders or with two experts (Amnesty staff) who labelled 300 tweets as a

test, but the overall proportion of problematic and abusive tweets was still consistent with other languages and with Amnesty's
KPVGTPCN GZRGTVU CPF UQ VJKU WUGToU EQPVTKDWVKQPU YGTG UVKNN JGNRHWN

Frequency of problematic or abusive content by tweet language

Fig: 20
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Notes:

6JG DNCEM DCTU TGRTGUGPV EQP,FGPEG KPVGTXCNU 6JGTG YCU JKIJ EQP,FG]|
VIGCORNWEUWPINKURBFKPF&PEOWENQ YEEQP, FGIRQEC P I WRKBMIENWONC[CREOPPCFC

Tweet language Problematic or abusive

r

Bengali 8.5%
English 14.1%
Guijarati 5.8%
Hindi 15.3%
Kannada 7.3%
Malayalam 6.1%
Marathi 5.0%
Tamil 11.9%
Telugu 10.6%

11.THERE WAS A DECREASE IN ABUSE IN ENGLISH LAN¢
NOT IN HINDI LANGUAGE DURING ELECTION

We noted that the proportion of abusive Proportion of abusive, problematic and not

tweets as com_pared to nop-abuswe ones. abusive tweets grouped by period
was lower during the election dates than in

the month preceding the elections.

Fig: 21
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Frequency of problematic and abusive content by period

Fig: 22
Period Problematic Abusive
Pre-election 12.3% 3.9%
Election 9.9% 3.1%
Post-election 6.6% 1.8%

Type of problematic or abusive content by period

Fig: 23
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Sexism or Ethnic or Physical Homophobia or Sexual

Period misogyny religious slurs Racism threats Caste slurs transphobia threats
Pre-election 20.5% 16.6% 10.9% 9.0% 6.7% 5.8% 3.3%
Election 19.4% 12.4% 8.1% 8.2% 5.1% 4.7% 2.6%
Post-election 18.7% 13.6% 7.8% 8.8% 4.6% 4.7% 1.8%

To understand this phenomena, Amnesty International Indiacorrespondedwith Twitter on 18 November 2019 asking the
following besides other questions?®

PSRGEK,ECNN[ RNGCUG NKUV CP[ OGCUWTGU
NGXGNU QH QPNKPG CDWUG FWTKPI VJG +
UWEJ CUDWYVY PQV NKOKVGF VQ KPETGCUGF 0Q
QH OQFGTCVQTU KPETGCUGF WUG QH CWVQ
XKQNGPV CPF CDWUKXG EQPVGPV FG CEVKXC
FGUETKDG VJG OGCUWTGU VCMGP CPF CP[ G
WPFGTUVCPF VJG GHHGEVU QH UWEJ OGCUWT

Twitter, in its responsedated 29 November 2019, has detailed measures taken in the period of January to June
2019. The response states?’

PHETQUU BYKVVGT OQTG VJCP QH 6YGGVU
CDWUG YGTG RTQCEVKXGN[ UWTHCEGF WUKP
TGN[KPI QP TGRQTVU HTQO RGQRNG YJQ WUG

PLXGT VJKU RGTKQF YG UCY C KPETGCUG
D[ 6YKVVGT NQEMGF QT UWURGPFGF HQT XKOQ

p6JGTG YCU C KPETGCUG KP CEEQWPVU T
XKQNCVKQPU QH QWT *CVGHWN %QPFWEV RQN
CEEQWPVU EQORCTGF VQ VJG NCUV TGRQTVKI
C KPETGCUG KP CEEQWPVU TGRQTVGF HQT
CDWUG RQNKEKGU 9G VQQM CEVKQP QP OC
VQ VJG NCUV TGRQTVKPI RGTKQF q

#OPGUV[ +PVGTPCVKQPCN +PFKC PQVGF VIJCV KV YCU WPENGCT KH
Twitter, or some external factors, contributed to the drop in frequency of abuse. So as to
understand this better, we examined this drop in abuse in terms of language.

26.SeeAnnexure 6, Letter to Twitter
27.SeeAnnexure 7, Twitter's Response



https://amnesty.org.in/wp-content/uploads/2020/01/Letter-to-Twitter-from-Amnesty-India-18-Nov-.pdf
https://amnesty.org.in/wp-content/uploads/2020/01/Twitter-Response-for-Amnesty-India-Nov-2019.pdf
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We wanted to check if all languages showed this pattern of drop in abuse during Election dates. Looking more closely,

it appeared that most of the drop in abuse proportion was in English, while Hindi remained constant. We do not have an
explanation for this drop, but it could be hypothesised that certain measures by Twitter could have reduced abuse in English.
If this hypothesis be true, it highlights the importance of recognising the nuances of language in detection of online abuse.

Problematic or abusive tweets by period in English and Hindi

Fig: 24

Problematic or abusive in English Problematic or abusive in Hindi
Pre-election 20.3% 15.9%
Election 10.8% 16.0%

Post-election 7.5% 10.7%
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Twitter: Human Rights
Responsibilities
Companies, wherever they operate in the world, have a

responsibility to respect all human rights. This is an internatior
endorsed standard of expected céhduct.
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I NTE R NATIO NAL LAW STANEZ \ nCInS\/omen on the pla_tform. Some of thése

inc atures for reporting abuse, educating
users - primarily women, teachers and non-governmental
organisations on online safety, reviewing and updating various
rules, among others.

International human rights standards classify violence
against women as a form of discrimination that requires
comprehensive responses$® Online violence, as a form of

violence against women, “extends to any act of gender- However, as highlighted by the Findings of this study,

based violence against women that is committed, assisted the scale and nature of online abuse that women face is

or aggravated in part or fully by the use of Information UKIPK,ECPVN[ JKIJ 9QOGP JCXG VJG TKIJV V
Communications and Technology (ICT), such as mobile discrimination and violence. They also have the right to freely

phones and smartphones, the Internet, social media GZRTGUU VIJGOUGNXGU DQVJ QPNKPG CPF Q

platforms or email, against a woman because she is a woman, to further strengthen and enhance its policies and rules,

QT CHHGEVU YQOGP FRURTQRQTVKQP Cpafiidlilary in diverse cultural contexts, so as to adequately
meet its responsibility towards women engaging on the

d platform. As admitted by Twitter CEO Jack Dorsey, Twitter
JCU ETGCVGF C pRTGVV[ VGTTKDNG UKVWCV
PUWRGT GCU[g VQ JETCUU QP 6YKVVGT

In 2018, the Special Rapporteur on online violence against
women said that “women are both disproportionately targete
by online violence and suffer disproportionately serious
consequences as a result®

5KOKNCT VQ QHfKPG URCEGU VJG FKUETKOKPCVKQP HCEGF D[ YQOGP

online is intersecti(?n.al and affected by many pther factors TW I TT E R ! S P O L | C I ES AN D

such as race, ethnicity, caste, sexual orientation, gender

identity and expression, abilities, age, class, income, culture,
religion, and urban or rural setting. P ROC ESS ES AR E N OT
To address this discrimination, the United Nations Human T RAN S PAR E N T

4KIIJVU QWPEKN CH, TOGF VJCV VJG TKIJVU YQOGP JQNF KP VJG

QHfKPG TGCNO OWUV DG IWCTCPVGGF VHUY FY ”%ﬁ'“%ﬁl?@@&s'rﬂfﬁsé’fé’@wa“R'ghtég

100.% This includes a woman’s right not to be subject to states that the responsibility to respect human rights does not
gender-based violence, the right to freedom of expression, the o.n:z/ mbean Tav!ng p?"c'?s and processes thdat respectfhuman
right to privacy and the right to have access to information rights u'taso. s owmg fommnment. tgwar _S rgspect or _
shared through ICT® In reality, these rights are being human rights in practice.*® As the guiding principles explain,
constantly violated.** Online violence results in multiple “showing involves communication, providing a measure of
layers of marginalisation, as abusive content is disseminated transparency and accountability to individuals and groups

i a1
and shared by others, further perpetuating such violence. who may be impacted".

Twitter touts transparency as being essential to its human
rights responsibilities.*? Accordingly, Twitter's reporting

TWI TT E R ' S R ES P O N S E mechanisms should be accessible and transparent?

As actions for violation of their policy, Twitter lays down a

In 2018, responding to Amnesty International, Twitter range of enforcement options. In its 2018 Transparency
EQOOKVVGF VJCV VJCV VIG[ CTG pG P G RéKorCrwittePaid>ontéxt faft&t$viineh Qualuating reports
address abuse and hateful conduct directed at women:* In of abusive behavior and determining appropriate enforcement

November 2019, Amnesty International India reached outto ¢ E v K © Rdwaver, the criteria to assess the severity of
BYKVVGT HQT KVU TGURQPUG QP URGE Kiolence\Wifd HpproshidtdreSofdifosGs\nbit Brovitidd® Ror

this study. example, one enforcement option is to place the account

In its response to Amnesty International India in November in read-only mode 'If it seems [to Twitter] like an otherwise

6YKVVGT TGCH,TOGF VJICV pDWKNFRer?'fh%@Cfi‘\WE‘Pthﬁ‘F'@dée 1 FOS{p prisode’

spam and other behaviour that distract from the public CEEGUU KU TGUVQTGF YJGP QUECNOGT J(

EQPXGTUCVKQP KU QPG QHt furtherKhiaratig R CRMIROGSAASROUEYE and open-ended, and lack of further
“ explanations grant W|de discretionary powers to Twitter, at the
that it has “made strides in creating a healthier service.....

. . . , . cost of users, who are left uncertain as to their recourse in
to positively and directly impact people’s experience on the ) ] )
UGTXKEGQ( the face of abusive behaviour targeting them on the platform.

Twitter also states that users can appeal a decision based
on their review of a report of violence and abuse if the user
believes that they made an error®® A detailed overview of the
appeal process, including an explicit commitment to respond

Amnesty International India and Amnesty International
acknowledge that in the last few years, Twitter has taken
positive steps towards addressing the problem of violence



to all appeals or a timeframe of when to expect a response is
not included in any of Twitter’s policies. #°
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We acknowledge Twitter’s response. However, given the scale
of the abuse found by this study, it is important that Twitter

is more transparent with the details regarding the trainings
it provides to its moderators, including specialised training
on gender, regional context, languages etc. Information

As stated by Twitter itself, they have received feedback that
their policies need to be more precise and clear. Additionally,

their policies need to constantly evolve in order to protect should be made available on the number of moderators, the

o -, .
marginalised population.*® In July 2019, TW'tt?r refreshed volume of tweets evaluated by them, the time taken, and the
KVU TWNGU VQ KPENWFG pY Kcm/a'/Ner EN &gc-llgs g‘ng Eallg\rllc%lp%tqn place to ensure their impartiality
lacked focus on the safety of women and other marginalised

) CPF GH,EKGPE[] 6YKVVGT OWUV CNUQ GPUW"
populations. rights are respected in this process, including their rights
to the highest attainable physical and mental health in the
workplace. It must also ensure that they do not suffer the
“team undergoes in-depth training on their policies, ensuring ~ @dverse impacts from repeated or sustained exposure to
that social and political nuances, local context and cultures traumatic content without adequate support and training.*

KU VCMGP KPVQ CEEQWPV q 6JGKT GORNYES ¥ CORMRGTCHRRER KKYMEHHQY GZVGTPCH
is mindful of the work of moderators which requires them to of Twitter’'s human rights efforts and whether the policies are
review sensitive contents? being applied impartially and with caution.

In terms of training provided to its content moderators,
Twitter shared with Amnesty International India, that the

29. Convention on Elimination of All Forms of Discrimination against Women

30. Report of the Special Rapporteur on violence against women, its causes and consequences on online violence against women and girls from a human rights
2018, A/IHRC/38/47

31. Ibid

32. UN Human Rights Council. The promotion, protection and enjoyment of human rights on the Internet: resolution adopted by the Human Rights Council on 1 J
RES/32/13

33. Report of the Special Rapporteur on violence against women, its causes and consequences on online violence against women and girls from a human rights
2018, A/HRC/38/47

34. Toxic Twitter — A Toxic Place for Women, Amnesty International, https://www.amnesty.org/en/latest/research/2018/03/online-violence-against-women-chapte!
35. Letter from Twitter to Amnesty International, 15 Mar. 2018, https://amnesty.app.box.com/s/j4z4h3qlkfriOkwf7dpbvrpv2i5zgye3

36. For letter from Amnesty International India to Twitter India, 18 9¢e/embeuO&9

37. For letter from Twitter India to Amnesty International India, 29 $¢éeembru019

38. Aria Bendix, Jack Dorsey Says Twitter Makes It 'Super Easy' to Harass and Abuse Others, Entrepreneur India, 17 Apr. 2019, https://www.entrepreneur.com/a
39. Guiding Principles on Business and Human Rights, https://www.ohchr.org/Documents/Publications/GuidingPrinciplesBusinessHR_EN.pdf

40. Amnesty International, Toxic Twitter, Chapter 7, INDEX NO. ACT 30/8070/2018

41. Guiding Principles on Business and Human Rights, https:/Amww.ohchr.org/Documents/Publications/GuidingPrinciplesBusinessHR_EN.pdf

42. Twitter Transparency Report, https://transparency.twitter.com/

43. Zarizana Abdul Aziz, Due Diligence and Accountability for Online Violence Against Women, Association for Progressive Communications, July 2017 https://w
,NGU &WG&KNKIGPEG#PF#EEQWPVCDKNKV[(QT1IPNKPG8#9 RFH

44. Twitter Transparency Report, Twitter Rules Enforcement, Abuse Policy Enforcement: https://transparency.twitter.com/en/twitter-rules-enforcement.html
45. Amnesty International, Toxic Twitter, Chapter 7, INDEX NO. ACT 30/8070/2018
46. “It limits their ability to Tweet, Retweet, or Like Content”, Our Range of Enforcement Options, https://help.twitter.com/en/rules-and-policies/enforcement-option
47. Our Range of Enforcement Options, https://help.twitter.com/en/rules-and-policies/enforcement-options
48. 1Ibid
49. Amnesty International, Toxic Twitter, Chapter 4, INDEX NO. ACT 30/8070/2018
JVVRU DNQI 6YKVVGT EQO QH,EKCN GPAWU VQRKEU EQORCP][ JCVGHWNEQPFWEVWRFCVG J\

51. Letter from Twitter India to Amnesty International India, 29 Nov 2019; See also, Del Harvey, Making Our Rules Easier to Understand, 7 Jun. 2019, https://bloc
topics/company/2019/rules-refresh.html

52. Letter to Amnesty International India from Twitter, 29 Neeembaef097.
53. See70 QOOKVVGG QP 'EQPQOKE 5QEKCN CPF %WNVWTCN 4KIJVU )GPGTCN %QOOGPV 4KIJV V
is work that respects the fundamental rights of the human person as well as the rights of workers in terms of conditions of work safety and remuneration. It als

allowing workers to support themselves and their families as highlighted in article 7 of the Covenant. These fundamental rights also include respect for the ph
integrity of the worker in the exercise of his/lher employment.” [emphasis added)].
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+P VGTOU QH #OPGUV[ +PVGTPCVKQ P C NontBllekio bnlideRegperienEe"STWitteUhaKalse engaged
on Twitter’s internal mechanism for using language detection  safety partners in India to help Twitter in its policies.

tools and machine learning for Reporting (abuse) and
Enforcements, Twitter shared that they “use a combination
of human review and technology to help them enforce their
rules. Their team reviews and responds to reports, 24/7; and
they have the capacity to review and respond to reports in
OWNVKRNG NCPIWCIGU q

The safety and awareness campaigns initiated by Twitter are a

positive step towards addressing online abuse. Twitter should

expand this initiative further by focusing not just on women

users and marginalised groups, but on users in general —

women, men and non-binary people. The Twitter platform

could constantly reach out to its users in creative ways to

This study has found that during the election dates, there discourage them from engaging in abusive behaviour

YCU C UKIPK,ECPV FGETGCUG KP CDWUG KP '"PINKUJ YJKNG CDWU

in Hindi remained constant. As discussed in the Findings #U CH,TOGF D[ %QNKP %TQ Y GNN JNQDCN 8K

chapter, Amnesty International India hypothesises that this Policy of Twitter:

anomaly could be because of certain tools and measures “Not many Twitter users in India are aware of how to report
adopted by Twitter during election dates in India. While the abuse or harassment they face on the open communication
results was positive for English language, if this hypothesis platform, opting for the wrong way of posting an abusive

be true, this highlights the importance of recognising the photo or tweet and then requesting us to take action"s”

nuances of language in detection of online abuse.
By enhancing and strengthening the awareness campaigns on

In addition to this, Twitter needs to ensure that the use of the reporting tools available and evaluating the effectiveness
automated tools should only take place where there is a of the measures in place to effectively tackle online violence
"human in the loop” and should form part of a larger content  against women, Twitter can ensure that it is empowering and
moderation system characterised by human judgement, enabling women and all its users.

greater transparency, right to appeal and other safeguards.
Automated systems that are used as the sole mechanism
to take down content poses a serious risk of restricting

legitimate expression online 5 TWITTER FAILS TO PREVENT
DISCRIMINATION, PARTICULAI

TWITTER NEEDS TO ENABREAINST WOMEN AND
EMPOWER USERS MARGINALISED COMMUNITIES

Enabling and empowering users to experience a safe Twitter ~ Twitter has a human rights responsibility to ensure that
experience is a key component of Twitter’'s human rights its policies respect users’ right to free expression, without
responsibility. discrimination, especially on the basis of gender, religion,

ethnicity and race.
Twitter has shared with Amnesty International India that

the platform provides “a series of tools to help people keep BYKVVGT OWUV RTQCEVKXGN[ VCMG UVGRU VQ
safe and give them control over what they see and who protect users from discrimination, by putting in place mitigation

VIG[ KPV G T€EWsertsols dmglude features such as measures. These mitigation measures should be effective in

unfollow, block, advanced block, mute, disable receive direct ~ ensuring that women, minority communities, marginalised

OGUUCIG UGVVKPI ,NVGTGF PQVK,ECV K@segrows, Qou-grany Gsers\andetieydrouns expegencing

search and sensitive media. discrimination, feel safe and respected on the platform.

These privacy features, while enabling users to utilise Twitter has introduced specialised policies that consider
individual safety measures, could be further enhanced by content based on child sexual exploitatior?® and terrorism
taking feedback from users who have reported abuse — and violent extremism * to be violative of its norms. It should
YJGVIGT VIJG[ YGTG UCVKU,GF YKVJ VJasqena@Bepamte polit)eenabling safe anling spaces
action taken. for women, reinforcing their commitment to gender equality

and to the protection and empowerment of women.
In terms of Safety and Awareness campaigns, Twitter has

shared with Amnesty International India that “it runs a 4GURQPFKPI VQ #OPGUV[ +PVGTPCVKQPCN +
number of public campaigns aimed at increasing awareness  0on Twitter's mechanisms related to content moderation and
on online safety and helping people who use Twitter, take language, Twitter shared that “our focus is on ensuring we

are covering the most widely used languages on Twitter in
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each market. Our global team undergoes in-depth training It is important that Twitter recognises the diverse cultural

into our policies, and we also have an intensive focus on local contexts and realities of its user countries and strengthens its
language, culture, and context, ensuring we’re taking social policies to make it inclusive. By including caste discrimination
and political nuances into account. For example, we have as a disaggregated form of abuse, Twitter will commit to
native language speakers in major Indic languages used on protect all marginalised groups in India, including Scheduled
Twitter". Castes/ Scheduled Tribes/ Other Backward Classes.

Twitter’s global rules are sometimes rendered ineffective by
cultural differences. The abuse in India is often in a variety
of regional languages, including colloquial slang or Hindi in
English (latin) script. All this potentially escapes the radar of
Twitter's auto language detection. Sexist expletives in Indian
NCPIWCIGU YKVJ EWNVWTG URGEK,E OGCPKPIU CTG QHVGP WUGF
to abuse women. Twitter's content moderators may not be
equipped to understand and label slang and local language
as abuse. As mentioned in their update regarding the
General Elections of India in 2019, Twitter has a global team
dedicated to enforcing impartiality in elections, and the India
team does not make enforcement decisions®

Twitter needs to be proactive in ensuring that it is not
engaging, whether deliberately or by consequence, in any
discrimination, including discrimination on the basis of caste.
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Letter to Amnesty International India from Twitter, dated 29 Nee&nmsxu?®179,

Amnesty International India's submission to the Ministry of Electronics and Information Technology, Government on the draft Information Technology (Interme
2018, Amnesty International India, 30 Jan. 2019, https://amnesty.org.in/wp-content/uploads/2019/01/Amnesty-India-submission-on-IT-rules-30-Jan-2019-1.pc

Letter to Amnesty India from Twitter, dated 29 November 2019

Most Indian Users Unaware How to Report Abuse: Twitter, Times Now News, 5 Mar. 2019, https://www.timesnownews.com/technology-science/article/most-i
unawarehow-to-report-abuse-Twitter/376709

Child Sexual Exploitation Policy, Twitter, https://help.twitter.com/en/rules-and-policies/sexual-exploitation-policy
Terrorism and Violent Extremism Policy, Twitter, https://help.twitter.com/en/rules-and-policies/violent-groups
Colin Crowell, Setting the record straight on Twitter India and impartiality, 8 Feb. 2019, Twitter, https://blog.twitter.com/en_in/topics/events/2019/impartiality.htr
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TWITTER TRANSPARENCY REPORT

6YKVVGT RWDNKUJGU C 6TCPURCTGPE[ 4GRQTV DKCPPWCNN[ +P KVU NCVGUV TGRQTV EQXC
it had received the highest number of global legal demands to remove content since the transparency report was launched in 2012
(67% more global legal demands to remove content)®*

INFORMATION REQUESTS

Twitter reported that it received approximately 6% more global information requests. There were 79 emergency disclosure and
CEEQWPVY RTGUGTXCVKQP TGSWGUVU ,NGF D[ VJG +PFKCP )QXGTPOGPV 6JG[ CNUQ TGRQ
government entities in India.®?

REMOVAL REQUESTS

Twitter reported that it withheld 42 accounts and 23 Tweets in India in 2019 so far, in response to 13 Blocking Orders from the
Ministry of Electronics and Information Technology®® During the General Elections 2019, Twitter reported that it received 21 requests
from the Election Commission of India and that it withheld 117 Tweets. 5

TWITTER RULES ENFORCEMENT

Twitter reported a 42% increase in the number of unique accounts reported® They also reported a 21% increase in the accounts
reported by Government entities®®

61.
62.
63.

64.

65.

66.

Transparency Report, ‘Removal Requests’, Twitter, https://transparency.twitter.com/en/removal-requests.html
Transparency Report, ‘Information Request’, Twitter, https://transparency.twitter.com/en/information-requests.html

The orders were issued under Section 69A of the Information Technology Act, 2000 for disseminating objectionable content in order to prevent incitement to |
Removal Requests, Twitter, https://transparency.twitter.com/en/removal-requests.html

This was done under the Representation of the People Act, 1951 and the Indian Penal Code’s relevant articles on election and election silence periods https:
com/en/removal-requests.html

These accounts were reported across the seven Twitter Rules policy categories of abuse, child sexual exploitation, hateful conduct, impersonation, private inf
media and violent threats.

Transparency Report, ‘“Twitter Rules Enforcement’, Twitter, https://transparency.twitter.com/en/twitter-rules-enforcement.html
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TWITTER GUIDELINES

Twitter has a number of policies that users have to abide

GLORIFICATION OF VIOLENCE POLICY 6 J G
violence is also banned’

INQTK,ECVKQP QH

D[ 8KQNCVKQPU QH VIGUG RONKEKGU EQW ﬁE'Vf‘EEdWQW%T#O%MQ*#@%‘i&%"\r/threate”ing

actions and penalties. Apart from its Global policies, Twitter

to publish private information without authorization or

CNUQ WRFCVGU KVU RQNKEKGU YKVJ TGICTPEFNIFING Rleets o ¢0 30 s @RI W E 5

as the General Elections in India in 2019.

Twitter stated that "India is the world’s largest democracy,
and one of our largest and fastest-growing audience markets
in the world so the 2019 Lok Sabha is a key priority for
Twitter, globally".6”

Twitter further stated that so as to "protect and enhance the
health of the public conversation at this pivotal cultural and
political moment", it has made a number of changes to its
product, policies and approach to enforcement to address
the behaviors which distort and detract from the public
conversation on Twitter - particularly those which can surface
at critical moments such as elections.®®

HATEFUL CONDUCT POLICYPromoting violence, inciting

or wishing harm, attacking people on the basis of race,

ethnicity, national origin, sexual orientation, gender, gender
KFGPVKV[ TGNKIKQWU CH,NKCVKQP CIG
disease is prohibited on Twitter®® In July 2019, Twitter

updated its Hateful Conduct Policy to include “language that
dehumanizes others on the basis of religion"”® They also

issued examples of what would constitute hateful conduct.”

ABUSIVE BEHAVIOR POLICY Targeted harassment or
incitement of other people to do so is banned. Abusive

FKUCDKNKVF QT

SENSITIVE MEDIA POLICY Media depicting sexual
violence, assault, graphic violence, adult content and hateful
imagery are prohibited under this policy.”

Apart from these policies, Twitter also prohibits using the
platform for the promotion of self-harm or suicide, child
exploitation, terrorism or violent extremism, illegal activities,
non-consensual nudity, platform manipulation and spam,
manipulating or interfering in elections, impersonation and
the violation of intellectual property rights. 7

ENFORCEMENT OPTIONSThe Twitter Rules (along with all
incorporated policies), Privacy Policy, and Terms of Service
(TOS) collectively make up the "Twitter User Agreement" that
governs a user's access to and use of Twitter's services.

Failure to comply with Twitter's rules may result in one or

more enforcement actions, such as:
. _ UGTKQWU
Temporarily limiting the user’s ability to create posts or

interact with other Twitter users;

* Requiring the user to remove prohibited content before
they can again create new posts and interact with other
Twitter users;

¢ Asking the user to verify account ownership with a phone
number or email address; or

DGJCXKQT KU FG,PGF VQ KPENWFG WPYCPVGF UGZWCN CFXCPEGU CPF

sexually objectifying content.”

VIOLENT THREATS POLICY Threatening violence is
prohibited. This includes threatening to sexually assault
someone’®

¢ Permanently suspending the user’s account(sy?
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Colin Crowell and Mahima Kaul, Protecting the integrity of the election conversation in India, 21 Feb. 2019, Twitter, https://blog.twitter.com/en_in/topics/events

integrity.html
Ibid

Hateful Conduct Policy, Twitter, https://help. Twitter.com/en/rules-and-policies/hateful-conduct-policy

7TRFCVKPI QWT 4WNGU CICKPUV
Ibid

*CVGHWN %QPFWEV 6YKVVGT JVVRU

DNQI 6YKVVGT EQO QH,E

Abusive Behaviour, Twitter, https://help.Twitter.com/en/rules-and-policies/abusive-behavior?lang=browser

8KQNGPV 6JTGCVU 2QNKE]
YNQTK,ECVKQP QH 8KQNGPEG 2QNKE]

6YKVVGT JVVRU
6YKVVGT JVVRU

JGNR 6YKVVGT EQO GP TWNGU CPF RQNKEKGU XK
JGNR 6YKVVGT EQO GP TWNGU CPF RQN

Private Information Policy, Twitter, https://help.Twitter.com/en/rules-and-policies/personal-information

Sensitive Media Policy, Twitter, https://help.twitter.com/en/rules-and-policies/media-policy

The Twitter Rules, Twitter, https://help.twitter.com/en/rules-and-policies/twitter-rules

Twitter Rules Enforcement, Twitter, https://transparency.twitter.com/en/twitter-rules-enforcement.html
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Troll Patrol India:
Recommendations

Online abuse against women on this scale does not have to e
Twitter. The company’s failure to adequately meet its human ri
responsibilities regarding online abuse will continue to silence
women on the platform unless Twitter undertakes, with urgenc
concrete steps to effectively tackle this problem.
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S U M MARY O F R ECO M M E N BM'@T@M reports of abuse, their outcomes

and user satisfaction with the processes is used to
ensure that there is no discrimination on part of content
moderators, based on gender, caste, religion, ethnicity,
race, marital status, age and other such identifying
criteria.

. Twitter should publicly share comprehensive, meaningful
and disaggregated information about the nature and
levels of online abuse against women on a country by
country basis, as well as other groups, on the platform,
and how they respond to it. c) Effectiveness of the reporting mechanisms is evaluated

. . . . . by measuring whether abuse is in effect reducing or not.
. Twitter should improve its reporting mechanisms to

ensure consistent application and better response to
complaints of violence and abuse. 3. Provide more clarity about Twitter’s internal

«  Twitter should provide more clarity about how it mechanisms related to content moderation
KPVGTRTGVU CPF KFGPVK,GU XKQNGPﬁﬁd%@L%BéVbW QP VIG
platform and how it handles reports of such abuse.
a) Publishing further details on Twitter’s language
detection mechanism and how it detects abuse in
R ECO M M E N DAT I O N S . regional languages, colloquial slang, mixed language
. tweets (Hindi and English mixed), or languages where
native scripts are used alongside Latin scripts.

AM N ESTY I NTE R NATIO NAI'U) I IS\IQA'&%M publishing the number of content
IS AS KI N G TWl TTE R TO moderators Twitter employs, including the number of

moderators employed per region and by language along
with information on the volume of content handled and
1. Publish meaningful data on how they time allocated, per moderator.

handle online abuse, mCIUdmg: c) Sharing how moderators are trained to identify gender

and other identity-based violence against users,
about international human rights standards, Twitter’s

a) Disaggregated data of nature of abuse and hateful
conduct reported by users, disaggregated by country, = _ )
including whether the hateful conduct was based on responsibility to respect the rights of users on its
race, ethnicity, caste-status, national origin, sexual platform, including the right for women to express

QTKGPVCVKQP IGPFGT IGPFGT KFG PV HIQTSees ok (Wi {eshcand iloewiRah @ violence

age, disability or serious disease. and abuse and language related trainings.

b) Action taken on the aforementioned reports of abuse d)  Providing details about any automated processes used

RWDNKUJGF QP CP CPPWCN DCUKU Y K PjIentfyppigerayisprenipgt wemen, detailing
break up. VGEJPQNQIKGU WUGF CEEWTCE[ NGXGNU

in the results and information about how (if) the
c) The criteria employed to adjudicate violations and decide algorithms are currently on the platform.

penalties, and the time taken for the adjudication process.
e) Sharing information on how language is detected and

d) Information regarding the criteria and decision for CDWUKXG VYGGVU CTG KFGPVK,GF KP KO
granting appeals (or not), year and countrywise number abusive text and are circulated on the platform.
of appeals received, with outcomes.

e) Clarify that the standards of scrutiny are same for 4. Improve Security and privacy features by:
XGTK,GF CPF PQP XGTK,GF CEEQWPV WUGTU KP ECUGU QH
reports of abuse against them and publish information a) Enhancing the existing safety and awareness campaigns
on the same. amongst all users about the harmful impact of online

abuse on the platform.

2. Improve reporting mechanisms by ensuring:

a) Feedback is given to the person reporting abuse, on the
CEVKQP VCMGP CPF YJGVJGT VJG WUGT KU UCVKU,GF YKVJ VJG
action taken by Twitter. The data gathered through this
should be published.
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Annexure 1: Enrichment

In addition to the sample of tweets selected at random r 6JG -CIING p&GVGEVKPI +PUWNVU KP 5QE
from the Twitter data obtained from our third-party tool, we data (test and training sets combined). This is a freely

included a smaller sample of enriched tweets in the data available online dataset of comments labelled for

shown to Decoders. That is, a sample of tweets that have offensiveness. They are mostly in English. They were

been selected to potentially contain a larger proportion also used in the original Troll Patrol enrichment model

of abusive content. This was done only to enhance the training.While not an exact match for the 'problematic’

experience of Decoders, by giving them a higher probability or 'abusive' tweets that we are targeting, considering the

VQ KFGPVKH[ CDWUG CPF PQV HQT VJG ,P differenPaditid,) titrid, €, fhiSoptid ik va€ tabight to

presented in this study. be valuable.

*  We also tried to use some labelled English tweets from
the previous Troll Patrol project. When combined with
B U | |_ D I N G T H E E N R I C H M E N-Fhe rest of this data, it gave very poor predictivity in our
sample (eg. 90% positive for abuse). We had limited
M O D E L time to explore this possibility and did not know if the
poor predictivity was because we had equal numbers of

We decided to build a Naive Bayes model to identify tweets abusive and non-abusive tweets in the training set and
that may be abusive. We had multiple types of labelled input it biased the data. Due to time constraints on exploring,
data which included: we did not use this data.

. ~1500 labelled tweets by Amnesty International India

UVCHH 6JKU KU VJG QPN[ KPRWV FCVC VJCV TGfGEVU VJG TGCN

data and therefore the entire test set was pulled from B U I |_ D I N G AN D TRAI N I N G TH E

here. The tweets were split to test set (30%) and
training set component (70%) which was added to the NA I VE BAY ES M O D E L
below sources, classed 100% as training.
The enrichment model used the presence of different terms

. A set of Hindi swear words and offensive phrases, some as signifying abuse.

of which had English translations, were sourced from

the labelled set. All, barring one, were Latin spelling, Language processing steps - We made all the text into lower
which we transliterated to Devanagari using the R stringi  case, removed punctuation and numbers, stripped extra
package, so that tweets in Devanagari would also be spaces, and removed English stop words (Hindi stop words
labelled. Some software transliterations were found was not available). We experimented with stemming words
to be incorrect. All these abuse terms were treated as in English, but it did not help performance and so it was not
individual samples (tweets) with offensive label = 1. done.

An alternative would have been using them instead as ) ]
keywords within real tweets. A test on a small 200-tweet After preparing the corpus and document term matrix (DTM),

sample, showed that this approach did not increase we separated the labelled set into test and training parts.

CDWUKXG VYGGV RTQRQTVKQP UQ Y& 'fifaigcqmpised SPaie Iarelgdiegt from the

option instead. Amnesty International India team. A full model build would
have probably included a validation set including these to

. Indian vocabulary was sourced from Hatebase, a hate EJGEM HQT WPFGT,VVKPI

speech detection platform. At the time of extraction

this consisted of about 30 terms across all non-English

languages relevant to the project. It included Latin and

native scripts. All of these were treated as individual

samples (tweets) with offensive label = 1. We did not

use English terms as they included common words that

can be offensive in certain contexts, largely in the USA.

We however, did not run this check, because the sole purpose

QH VJG 0CKXG $C[GU OQFGN YCU VQ ,PF OQT
than average for the use by Decoders' and not for actual

content moderation or prediction.
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We then limited the word dictionary to those with a certain

_ 7 i Group Improvement Base positive
number of appearances in the training data (we tried 3-6, . rate (test set)
and used 5 appearan.ces as the threshold). As such, we d!d overall 3.8% 13.1%
not use vocabulary with very low number of appearances in -

- . . . S English 1.5% 7.7%
training data, since it was unlikely to be strongly predictive in
o 1 0, 0,
the test set, and including low frequency words would have Non-English 1% 16:5%

increased the model training time. Despite the poor performance, the model was used to enrich

The next step was to set up a matrix showing the presence or e sample of tweets seen py Decoders. This was done to
absence of each word in each tweet/sample. For this study, ~ €nhance, even if only marginally, the user experience by
we used single-words only. Given more time and crucial increasing the likelihood of them encountering problematic
performance requirements we would have tried bigrams and or abusive tweets. The poor performance of the model

trigrams (two-word and three-word sequences), in addition to ~ Me&nt that enrichment worked only in minority languages
investigating different models. (non-English and not Hindi). This was likely because of

the Hatebase sample and the presence of very few minor
6JG ENCUUK,GT HQT QHHGPUKXGPGUU MNfiyluagé mWedfite 2MpEJIJG VTCKPKPI

data.

MODEL PERFORMANCE ON
TEST SET

In our sample, the performance of the model was reasonably
RQQT KP DQVJ UGPUKVKXKV[ CPF URGEK,EKV]

It increased abuse by only 1-5%, performing slightly better
on non-English than English tweets in the test set.
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Annexure 2: Languages, Langt
Detection and Flagging

This study included tweets in 8 Indian languages other than
English.

ISSUES IN LANGUAGE DETEC

Some of the issues that came up with language detection:

For practical reasons we could not obtain Twitter's own

NCPIWCIG ENCUUK,ECVKQP XKC %TKOUQP W&ahy hadPacc¥ss® tHexQnient\oiLie Fweet for

to obtain the Tweet sample analysed by Decoders). The
tweets we obtained from Crimson Hexagon were therefore not
weighted by language and we opted to detect language using
other third party services in the second stage.

DETECTING LANGUAGES

The simplest tool available to us for language detection was

the Google language detection service embedded in Google
Sheets (‘=detectlanguage()’). This was only applied to our
Decoders tweet samples rather than the full random sets.

To determine the language categories to use in our crowd-
sourced project, we investigated our sample of tweets to .

language detection. We assume that Twitter has

more sophisticated language detection tools, using

for example the user sign-up language or location.
Therefore, we believe that our language characterisation
is likely less accurate than that of Twitter itself.

Tweets are short and when only one or two words are
available exclusive of mentions and hashtags, no
language detection will be perfect.

+V YCU PQVGF VJCV UQOG VYGGVU YGTG
of Hindi and English — or in mixtures of other languages.

This could especially be the case for items like slogans

QT PGYU TGHGTGPEGU 6JKU OCFG FGVGE

Non-English languages could be used in Tweets in Latin

DG RTQXKFGF KP VJG ,TUV &GEQFGTU U G Vg f5iRFndthf YERHE (e.g Beh&dBri for Hindi).

languages and English with 1% or more of the tweet volume.

In decreasing order of occurrence in this sample, they were:
Hindi, English, Marathi, Telugu, Tamil, Gujarati, Kannada,
Bengali, and Malayalam. These languages were presented to
Amnesty Decoders as options for selection.

This meant that some languages spoken in India with an even
smaller Twitter presence could not be chosen by users — for
instance, Urdu and Punjabi.

Rather than delete tweets that were not found to be in one
of the above languages, we included them into the major
language, Hindi. This meant that users selecting Hindi as

an option were occasionally seeing a non-Hindi tweet, but it
also meant that we had a comprehensive sampling of tweets

Sometimes a tweet included images or videos in a different
language to the text written, or with minimal text written.
This meant that 'for example' users selecting English
language tweets could see videos in Tamil. We know that
our language detection was only focused on the text; it is
unclear whether Twitter analyses text inside images.

ALTERNATIVE LANGUAGE
DETECTION

TCVJGT VIJCP ,NVGTKPI QWV UQOG DGER’VLPGAQQKAG\EU‘EARAN\Q’

be an imperfect detection tool.

‘franc’ is a free R package for language detection. We
&GEQFGTU EQWNF GKVJGT fCIl VIGUG Viwesfigsited it UsdQi\ediirtg KeRdalKdRt Was not especially

language they understood, which meant other Decoders on
our forum could see the tweet, or — if they happened to be
familiar with the Tweet language anyway — the user could
identify problematic or abusive content themselves.

CEEWTCVG 6JG FGUKIPGTU URGEK,GF VJCV
longer text, and without access to the latest models via API

it was likely to suit poorly to Twitter language detection that

uses slang and new words.



We investigated using the Microsoft Translate API, which
includes detection options. The API does have a cost based
on characters detected/ translated, so this was used on a data
UWDUGY WPFGT VJG HTGG RNCP ,TUV

We did not pursue this option because we did not see great
model performance improvements. A small-sample testing
indicated that the Microsoft system seemed less good at
identifying languages in different script (e.g. Hindi written

in Latin characters) than the Google’s Detectlanguage()
function.

TROLL PATROL INDXRGSING ONLINE ABUSE FACED BY WOMEN P®G3TICIANS IN INL

I1RVKQP HQT WUGTU VQ fClI VCUM
language of the tweet was potentially
OKUUENCUUK,GF

LANGUAGE PRESENTATION IN

DECODERS PLATFORM

Decoders were given language options before they started
decoding tweets — they could select more than one language
and change their language choices at any time.

Language selection options on the Amnesty
Decoders platform

If the user did not understand the language of a tweet

'"ZCORNG QH C VYGGV fCIIGF HQT
OKUENCUUK,ECVKQP UJQYP KP VJ
forum.

%QOOWPKV[ /ICPCIGT 8QNWPVGGTU YJQ YGT
addition to managing the discussion forum, gave feedback

CPF GFWECVGF WUGTU QP VJG HQTWO QP fC
For instance, they re-emphasised that the goal was to

determine abusiveness of tweets and not language. This

meant that if Decoders could understand the tweet, which

was in a language other than that selected by her/him, they

were encouraged to nevertheless answer the question.

RTGUGPVGF VJG[ EQWNF fClI VJCV URGEK,E VCUM 6JKU OGCPU VJCV

the tweet was sent to the discussion forum, with an auto-

IGPGTCVGF PQVG OGPVKQPKPI VIJG NCPIWCIG KFGPVK,GF HQT VJG

tweet.
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LANGUAGE FEEDBACK FL%@QJM;@; QH VYGGVU fCIIGF HQT NCPIW(
guage
Of the 142,474 tweets with any decoder answers, 4,370 had

CV NGCUV QPG FGEQFGT fCI VIGO HQT Bengali 6%
5Q0G NCPIWCIGU JCF OCP[ OQTG fCIlU English 2%
JCF QH VYGGVU fCIIGF CPF -CPPCH Gujarati 7.1%
Tamil was also high with 11.2%. In contrast, English and Hindi 204
*KPFK JCF QPN[ QH VYGGVU fCIIGF Kannada 17.9%
This suggests that the language detection tool is better for Malayalam 21.2%
some languages than others, and also that users were more Marathi 5.8%
familiar with some languages than others. Tamil 11.2%

Telugu 3.7%

#U GZRGEVGF VJGTG YCU OQTG fCIIKPI HQT
tweets contained videos or images (7.74%) than text alone

(2.2%). This would be because images and videos also

contain a different language than the tweet body.
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Annexure 3. Amnesty Decoder
Tool and Screenshots

G Welcome screen and video tutorial e Question one: does the tweet contain problematic
or abusive content?

@ Language selection @ 51QTV FG,PKVKQPU CXCKNCDNG
itself
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9 Question two: type of abusive or problemati@ Thank you screen

content and tooltip support

G Question 3: medium of abuse
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Annexure 4: Weighting

In order to analyse assignment answers, we re-weighted TWE ET WE I G H TI N G STE PS

answers to account for sample mismatch with the pool of

VYGGVU VJIG VTWG FKUVTKDWVKQP KP VJ%GDﬁST EZRJ/?(\S/%Yg'PNKIJJLYé

Pl
Vg FKUVTKDWYVK
factors used applied to both responses and tweets: q Q

&CKN[ 8QNWOGU FCVC HTQO %TKOUQP *GZC
showed the total number of tweets per day that mentioned
the women politicians of interest. Since we had already

R E S P O N S E W E I G H T I N G sampled in proportion to daily tweets within each batch, we

only needed to reweight by batch, not by day.
While the target was three responses per tweet, some tweets
had 10s of responses, some had only one or two. So as to
represent the true distribution of abuse we needed to weight
these answers. (This meant that one response of 'Abusive'
out of three annotations for a tweet, was equivalent to two
responses of '‘Abusive’ out of six annotations: both were
equally abusive).

9G HQWPF VJG pYQTNF UGVg NCPIWCIG R-
distribution from random tweets per batch. For the
second batch, we needed to use random set as uploaded
4 YJKEJ KPENWFGF QWT ,PCN WRNQCF |
Decoders platform. This set was randomly sampled but
not completed, and more English tweets were decoded
than Hindi. This meant that the tweets as completed did
not show the true language distribution.

TWE E-I— WE I G HTI N G 3. By applying the language probabilities and the batch

probabilities, we found the probability for each batch-
NCPIWCIG EQODKPCVKQP YKVJIKP VJIG pYC

Day weighting 6JKU ICXG WU RA4 N D

We selected tweets in proportion to the total number of 4. We applied the target probabilities to each language-
tweets to these women per day. That is, a day in which batch combination as sampled, to reweight the entire
100,000 tweets were received would have about twice as Decoders random tweet set A.

many tweets in our sample as a day that had 50,000 tweets

mentioning these women. Given that the project launched

mid-way through the period of tweet collection (in order to

take advantage of focused interest in the Indian elections) we

FKF PQV JCXG ,PCN FC[ XQNWOGU HQT VJG FC[ YGKIJVKPI CV VJIG
time the project started. We, therefore reweighted the tweets

CHVGT VJG RTQLGEV VQ TGfGEV VJG VTWG FC[ YGKIJVKPIU

/QTG RTGEKUGN|[ VJG VYGGVU YGTG QDUHNEILsigHsg gldandarayeetss

(pre-election period [batch 1] and during and post-election After taking language distributions within batches, we used

[batch 2]) each with different proportions of tweets per the daily volumes from Crimson Hexagon to set the batch-

day. We, therefore reweighted per batch - knowing thatday  eighting. For our two time periods (1 March 2019 - 10 April

weights within each batch were proportionate to the total 2019 and 11 April 2019 - 31 May 2019) the proportions in

tweets received by the women. VIJG pYQTNF UGVqg YGTG VQ +P QWT FG
because we did not have weighting factors in advance, it
YCU VQ 6JKU OGCPV VIJCV VYGGVU HTC

Language distribution weighting period needed to be weighted more heavily so as to make sure

+P VJG ,PCN DCVEJ QH VYGGVU YG FKAEN®HYIHEReodmasngippdsepresented in our results.

completed — and the language proportions were not
equivalent. For instance, all English tweets were completed
but not all Hindi. We weighted each tweet by language to
match the original (as-detected) random set distribution of
languages, so as not to skew results.
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Annexure 5: Agreement Analys

#ITGGOGPV COQPIUV TCVGTU QH VYGGVU YGTG SWCPVK,GF WUKPI VYQ OGCUWTGU
EQTTGNCVKQP EQGH,EKGPV 5JTQWYV

FLEISS' KAPPA

Fleiss’ kappa is a statistical measure of the degree of agreement among multiple raters classifying items (e.qg. if a tweet
contains problematic or abusive content: 'No', '‘Problematic’, or 'Abusive").

6JG OGCUWTG ECNEWNCVGU VJG FGITGG QH CITGGOGPV CDQXG EJCPEG NGXGN 8C|
interpreted as follows (Landis and Koch, 1977), but it should be noted that the value is also affected by the number of classes
CPF QH KVGOU ENCUUK,GF 5KO CPF 9TKIJV

Kappa Agreement

<0 Poor
0.01-0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost perfect

A shortcoming of Fleiss’ kappa is that it treats the classes as nominal (i.e. non-ranked or non-ordinal) and hence disagreement
is the same between all class pairs independent of natural class ranking. For example, disagreement between 'No' and
'Abusive'’ is considered the same as disagreement between 'Problematic’ and 'Abusive' although disagreement is larger for the
former. When used with ranked or ordinal classes, Fleiss’ kappa therefore tends to underestimate agreement.

INTRA-CLASS CORRELATION COEFFICIENT

6JG KPVTC ENCUU EQTTGNCVKQP EQGH,EKGPV +%% KU CPQVJGT UVCVKUVKECN OG
it accounts for ordinal nature of classes, for example, the ranking 'No' 'Problematic’, 'Abusive’ by intensity. Intuitively, the

OGCUWTG GXCNWCVGU CITGGOGPV KP VGTOU QH VJG RTQRQTVKQP QH VJG QXGTCN
XCTKCVKQP G I DGVYGGP VYGGVU QPG VYGGY ENCUUK,GF CU 0Q CPF CPQVJGT V
variation (e.g. within tweets: one rater classifying a tweet as 'No' and another rater classifying the same as 'Abusive’). ICC

values may be interpreted as follows (Cicchetti, 1994).

icC

<0.40 Poor
0.40-0.59 Fair
0.60-0.74 Good

0.75-1.00 Excellent
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AGREEMENT MEASURES FOR EXPERT ANALYSIS

There was fair agreement of experts on whether tweets contained problematic, abusive or neutral content and good agreement
when the ordinal nature of the classes was considered. The expert agreement was moderate, when 'Problematic’ and 'Abusive'
classes were grouped together. Expert agreement was fair, with respect to the type of 'Problematic' or 'Abusive’ content.

Kappa 0QOKPCN p0Qq 6YGGVU ENCUUK,GF D[ CV N®BUV GZRGTVU
p2TQDNGOCVKEQq p#DWUKXGq

Kappa OQOKPCN p0Qg p2TQOMNGCGO/WVEECUUK,GF D[ CV N®EJV GZRGTVU
QT #DWUKXG(q

Kappa Nominal: Type of abuse, e.g. 6YGGVU ENCUUK,GF CU p2TQDXNGOCVKEq QT
p4CEKUOQ¢( p#DWUKXGqg D[ CV NGCUV GZRGTVU

ICC ITFKPCN p0Qq 6YGGVU ENCUUK,GF D] GZRG7AV U

P2TQDNGOCVKEq
p#DWUKXGq

Tweet distribution by number of experts per class

6JKU XKUWCNKUCVKQP UJQYU VJG FKUVTKDWVKQP QH VYGGVU YKVJ TGURGEV VQ V

as 'No', 'Problematic’, or '‘Abusive'. The underlying data of the visualisation is equivalent to that used in the calculation of the

KPVTC ENCUU EQTTGNCVKQP EQGH,EKGPV VJCV KU GCEJ QH VJG VYGGVU JCU ENC

of the values of the 'No', 'Problematic’, and 'Abusive' axes is three for each point.
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The points at the top, bottom-left, and bottom-right corners correspond to perfect agreement amongst the three expert raters.

*GTG CNN VJTGG GZRGTVU ENCUUK,GF VJG VYGGV CU GKVJGT 0Q 2TQDNGOCVKE
corresponds to complete disagreement between the three experts and the remaining points denote the tweets for which there

YCU RCTVKCN CITGGOGPV 6JG UK\G QH VJG RQKPVU KFGPVK,GU VIJIG RTQRQTVKQP |
ENCUUK,ECVKQPU *GPEG VJG JKIJGT VIJG QXGTCNN CITGGOGPV VJG NCTIGT VJG R
corners.

There is perfect expert agreement for 74.5%, partial expert agreement for 23.7%, and no expert agreement for 1.8% of the tweets.

AGREEMENT MEASURES FOR DECODER ANALYSIS

As to be expected, agreement of Decoders was lower than that of experts. There was slight agreement amongst Decoders on
whether tweets contain problematic, abusive or neutral content, but agreement was at least fair when the ordinal nature of the
ENCUUK,ECVKQP YCU VCMGP KPVQ EQPUKFGTCVKQP &GEQFGT CITGGOGPV YCU CNU
ITQWRGF VQIGVJGT CPF CNUQ YJGP GXCNWCVKPI VJG VIRG QH RTQDNGOCVKE QT CI

Kappa 0QOKPCN p0Qg 6YGGVU ENCUUK,GF D[ CV NGCUV &GEQFGTU
P2TQDNGOCVKEQ p#DWUKXGq

Kappa 0OQOKPCN p0Qqg p2TQOWNCGCCEMWMIWEERCUUK,GF D[ CV NGCUV &REQFGTU
QT #DWUKXGq

Kappa Nominal: Type of abuse, e.g. 6YGGVU ENCUUK,GF CU p2TQDNGOCVWYREq QT p#DWUK
p4CEKUO¢( least 2 Decoders

ICC ITFKPCN p0Qq 6YGGVU ENCUUK,GF D[ &GEQFGTU 0.43

pP2TQDNGOCVKEqQq p#DWUKXGq

Tweet distribution by number of Decoders per class

There was perfect Decoder agreement for 71.2% of the tweets, partial decoder agreement for 26.6% of them, and no decoder
CITGGOGPV HQT +P EQPITWGPEG YKVJ VJG ,PFKPIU TGICTFKPI VJG KPVTC ENCU
tweets with perfect agreement was lower for the Decoders than for the experts, while the percentage of tweets with partial or

no agreement was higher.
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Annexure 6: Letter to Twitter
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Annexure 7: Twitter's Responst

ODKLPD .IDXO

b
HPDLO DQG WKH OHWWHU \RX KDYH VHQW IRU XV :H W
7ZLWWHU DQG ZRXOG EH KDSS\ WR VKDUH RXU lBBURJUH
b
/DVW \HBIUVKD WKDW EXLOGLQJ D 7ZLWWHU IbHH RI DE
RWKHU EHKDYLRXUV WKDW GLVWUDFW IURP WKH SXEO
WS SULRBLWEHWKHQ ZHVYH PDGH VWULGHV bQ FUHD
DQG ZHVYH FRQWLQXHG WR IXUWKHU LQYHVW LQ SURD
DQG GLUHFWO\ LPSDFW SHRSOHVVIIH[SHULHQF H RQ WK
b
7ZLWWHU LV W:KDWVV +DSSHQLQJX DFURVV WKH JORE
KDSSHQLQJ LV SRZHUIXO YRLFHV DQG PRYHPHQWYV FRP
ZRPHQVV ULJKWV :RPHQ DQG DOOLHV DURXQG WKH ZR
7ZLWWHU WR VKDUH H[SHULHQFHV FKDOOHQM»HV DQG
ZKDW WKH\ ZDQW WR VHH FKDQJH IRVWHULQJ GLDORJ
WHLU YRLFHV WR QHZ DXGLHQFHV ,W LV WR SURWHFW
DOO WKRVH ZKR XVH RXU VHUYLFH WKDW ZH BRQWLQ
WUYLFH b
b
3URGXFW IHDWXUHVb
7KH SRZHU RI 7ZLWWHU OLHV LQ WKH IDFW WKDW ZH D
WUYLFH 2XU VHUYLFH LV UHIOHFWLYH RI UHDO FRQYH
DQG WKDW VRPHWLPHV LQFOXGHY SHUVSHFWLYHV WKD|
FRQWURYHUVLDO DQG RU ELJRWHG WR RWKHUV
b
:H KDYH D VHULHV RI WRROV EXLOW LQWR RXU SURG
QG JLYH WKHP FRQWURO RYHU ZKDW WKH\ VHH DQG Z
WROV LQFOXGH
b
8QOIROQRYRPHRQH ZDQWY WR VWRS VHHLQJ D SDU
7ZHHWV LQ WKHLU KRPH WLPHOLQH WKH\ FDQ XQ
FDQ VWLOO YLHZ WKH 7ZHHWV RQ DQ DV QHHGHG
SURILOH XQOHVV WKH 7ZHHWV R® WKH SURILOH
" 9%ORBMNRSOH FDQ UHVWULFW VSHFLILF DFFRXQWYV
VHHLQJ WKHLU 7ZHHWY DQG IROORZLQbWKHP E\
" $GYDOQFHG BMRFOH FDQ H[SRUW WKHLU OLVW RI H
VKDUH ZLWK DQRWKHU SHUVRQ DQG LPSRUW VRP
DFFRXQWV XVLQJ WKH $GYDQFHG %ORFN IHDWXU
" OXWHBHRSOH FDQ UHPRYH DQ DFFRXQW V 7ZHHWYV
ZLWKRXW XQIROORZLQJ RU EORFNLQJ LW WKH\ F(
IRU SDUWLFXODU ZRUGV FRQYHUVDWLRQ@V SKUD
KDVKWDJV
" 'LVDEOH 5HFHLYH 'LUHFW GHRSOH MWW SUBYHQW
DFFRXQWV WKDW WKH\ GR QRW IROORZ IURP '0LQ
S5HFHLYH 'LUHFW OHWVDJH VHWWLQJ b

7
DNH VDIHW\ YHU\
VV DQG SHUVSHF

VH VSDP DQG

F FRQYHUVDWLR
LQJ D KHDOWKL
FWLYH WHFKQRO|
H VHUYLFH b

H ° DQG ZKDW ZH)
H WRIJHWKHU WR
UOG DUH MRLQLC
XFFHVVHV 7KH\
XH DQG GHEDWH
WKHLU YRLFHV
XH WR ZRUN RQ \

UH DQ RSHQ SXE
UVDWLRQV KDSS
W PD\ EH RIIHQV|

FW WR KHOS NH
KR WKH\ LQWHUD

WLFXODU DFFRX
IROORZ WKH DFF
EDVLV E\ YLVLWI
DUH SURWHFWHC
IURP FRQWDFWL
EORFNLQJ WKH L
ORFNHG DFFRXQ
HRQH HOVHVV OL
.l
IURP WKHLU WLP
Q DOVR XVH $G°
HV XVHUQDPHYV

J WKHP E\ GLVDE
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LOWHUHG QRVBHIRSOWIFD@QVDSSO\ GLIIHUH

SURWHFWHG :KHQHIW$HUVRQ VLIQV XS IRUWZLWWHU WKHLU 7ZHH

DUH SXEOLF E\ GHIDXOW ZKLFK PHDQV WKW DQ\
ZLWK WKHP ,I D SHUVRQ SURWHFWYV WKHLU 7ZHH
DFFRXQW SULYDWH DQG RWKHU 7ZLWWHUBXVHUV
WKH\ ZDQW WR IROOKRZ WKH DFFRXQW b
6DIH VHDUKH 6DIH 6HDUFK IXQFWLRQ UHPRIYHV SR
FRQWHQW E\ GHIDXOW DV ZHOO DV DFFIRXQWYV SH
PXWHG IURP VHDUFK SDJHV b
6HOVLWLYH3SAHRSOH FDQ RSW RXW RI VHHUQJ FHU
PD\ EH VHQVLWLYH 7ZLWWHUVV GHIDEKOW VHWWL
VHQVLWLYH PDWHULDO EHKLQG D ZDUQLQB 7KLV
b
8SGDWHV WR WKH BZLWWHU 5X0OHV

RQH FDQ YLHZ D
WV WKLV ZLOO
7LOO KDYH WR

WHQWLDOO\ VH!
RSOH KDYH EOF

DLQ LPDJHU\ W
QJ LV WR SODFF
FDQ EH DGMXVYV

7KH 7ZLWWHU 5XOHYV DUH D OLYLQJ GRFXPHQW DQG Zi DUH FRQWLQX

XSGDWH UHILQH DQG LPSURYH ERWK RXU HQIRUFHPH
IV LQIRUPHG E\ LQ GHSWK UHVHDUFK DURXQG WUHQGYV
DQG RIlI 7ZLWWHU IHHGEDFN IURP WKH SHRSOH ZKR X\
QXPEHU RI H[WHUDO HQWLWLHV
b

2XU UXOHV DUH LQ SODFH WR HQVXUH DOO SHRSOH FD
FRQYHUVDWLRQ IUHHO\ DQG VDIHO\ 9LROHQFH KDUD
RO EHKDYLRU GLVFRXUDJH SHRSOH IURP H[SUHVVLQJ W
GLPLQLVK WKH YDOXH RI JORE®O SXEOLF FRQYHUVDWU
b
Q -XOH WKLV \HDU ZH XQGHUWRRN D PDMRU WHIUHVHK
WHP VLPSOHU DQG HDVLHU WR XQGHUVWDQG :HVYH J
W XQGHU (DFK 5XOH LV QRZ FKDUDFWHUW RU OH
DQG GHVFULEHYV H[DFWO\ ZKDW LV QRW DOORZHG RQ 7
b

:H RUJDQLVHG RXU UXOHV DURXQG WKUHH FDWHJRULKYV °

$XWKHQWLFLW\ * ZKLFK PDNHV LW HDVLHU
WH\VUH ORRNLQJ IRW PRUH TXLFNO\

b

$OWKRXJK ZH KDYH VLPSOLILHG WKH ODQJXDJH RI RXU
SRVVLEOH ZHVYH XSGDWHG RXU UXOHV SDJHV WR LQF
HDPSOHV VWHS E\ VWHS LQVWUXFWLRQV DERXW KRZ
KDSSHQV ZKHQ ZH WDNH DFWLRQ b

b

5HOHYDQW WR \RXU HQTXLU\
b

IRU SHRSOH

LQ WKH DUHDbRI 6DIHW\

9LROHQRM PD\ QRW WKUHDWHQ YLROHQFH DJDLQ
JURXS RI SHRSOH :H DOVR SURKLELW WKH JORUL
PRUH DERXW RXU YLROHOW WKUHDW DQG JORU
&KLOG VH[XDO H[SORDWHD W.RR WROHUDQFH IRU F
H[SORLWDWLRQ RQ 7ZLWWHU ORUH LQIRUPDWLRQ
$EXVH KDUDVYPX ®W\ QRW HQJDJH LQ WKH WDUJH
Rl VRPHRQH RU LQFLWH RWKHU SHRSOH WR GR V|
KRSLQJ WKDW VRPHRQH H[SHULHQFHV SK\VLFDO

FDQ EH IRXQG KHUH

DW DQG RXU SR
LQ RQOLQH EH}
H 7ZLWWHU DQ

Q SDUWLFLSDW
VPHQW DQG RW
KHPVHOYHV DQ
RQ

RI WKH 7ZLWW|
RQH IURP DERXYV
VV WKH OHQJW
¥ LWWHU

6DIHW\ 3UL
WR ILQG WKH L

UXOHV FRQVLG
OXGH PRUH GHYV
R UHSRUW DQ

RXU UXOHV DUE

W DQ LQGLYLG!
ILFDWLRQ RI YL
| ILFDWLRQ RI Y
LOG VH[XDO

FDQ EH IRXQG
WHG KDUDVVPH
R 7KLV LQFOXG
DUP ORUH LQIF
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+DWHIXO FREEXFMW QRW SURPRWH YLROHQ
KDUDVV RWKHU SHRSOH RQ WKH EDVLV RI UDFH
VH[XDO RULHQWDWLRQ JHQGHU JHQGHU LGHQW
GLVDELOLW\ RU VHULRXV GLVHDVH ORUH LQIRUR
6XLFLGH RU VHRX KIDURQRW SURPRWH RU HQFRXUI
VHO!| KDUP ORUH LQIRUPDWLRQ FDQ EH
6HQVLWLYH PHGLD LQFOXGLQJ JUDSKLF YLROHQ
<RX PD\ QRW SRVW PHGLD WKDW LV H[FHVVLYHO\
DGXOW FRQWHQW ZLWKLQ OLYH YLGHR RU LQ SUHR
GHSLFWLQJ VH[XDO YLROHQFH DQG RU DVVDXOW
LQIRUPDWLRQ FDQ EH IRXQG KHUH

Q WKH DUHD RI 3ULYDF\ RXU UXOHV DUH DV IROORZV
3ULYDWH LQIRBRDPDMRIRW SXEOLVK RU SRVW RWHK
SULYDWH LQIRUPDWLRQ VXFK DV KRPH SKRQH QX
ZLWKRXW WKHLU H[SUHVV DXWKRUL]DWLRQ DQG {
WKUHDWHQLQJ WR H[SRVH SULYDWH LQIRUPDWLR
VR ORUH LQIRUPDWLRQ FDQ EH IRXQG KHUH
1RQ FRQVHQVXDO<RX®IDW\QRW SRVW RU VKDUH LQ
RU YLGHRV RI VRPHRQH WKDW ZHUH SURGXFHG R
FRQVHQW ORUH LQIRUPDWLRQ FDQ EH IRXQG KH

$V PHQWLRQHG DERYH ZH DUH FRQVWDQWO\ WHYLHZL
HVXUH WKH\ NHHS SDFH ZLWK WKH ZD\V LQ ZKLFK SHH

HWKQLFLW\ QDW
W\ UHOLJLRXV L
DWLRQ FDQ EH Il
JH VXLFLGH RU

IRXQG KHUH

H DQG DGXOW FF
JRU\ RU VKDUH Y
ILOH RU KHDGHU
LV DOVR QRW SH

HU SHRSOH V
PEHU DQG DGGU
HUPLVVLRQ :H L
Q RU LQFHQWLYL

WLPDWH SKRWR\
U GLVWULEXWHG
U H

DJ DQG XSGDWLQ
SOH XVH RXU VH

R WKH FKDQJHV ZH PDGH LQ UHFHQW \HDUV L® WKH DYHD RI RQOLQH V

EXW DUH QRW OLPLWHG WR XSGDWLQJ WKH OLVW RI
IQFOXGH XQZDQWHG VH[XDO DGYDQFHV SRVWLQJ RU
WGHRV RI VRPHRQH WKDW ZHUH SURGXFHG RWGLVWU
ZLVKHV RU KRSHV RI KDUP DQG WKUHDWY WR H[SRVH
b

/DVW \HDU ZH H[SDQGHG KDWHIXO FRQGXFW DQG PHGL
DEXVLYH XVHUQDPHV DQG KDWHIXO LPDJHUWb :H DOVR
YLROHQFH DQG SK\VLFDO KDUP WR LQFOXGH WkH JORU
HWUHPLVW JURXSV ORVW UHFHQWO\ ZH XSGW®WHG R
SURKLELW GHKXPDQLVLQJ ODQJXDbBH RQ WKH EDVLV RI
b

2XU SROLFLHY DQG HQIRUFHPHQW RSWLRQW HYROYH F
HPHUJLQJ EHKDYbRUV RQOLQHDb

b

5HSRUWLQJ DQG HIQIRUFHPHQW

H XVH D FRPELQDWLRQ RI KXPDQ UHYLHZ DQG WHFKQ
RXU UXOHV 2XU WHDP UHYLHZV DQG UHVSRQGY WR UH
FDSDFLW\ WR UHYLHZ DQG UHVSRQG WRbUHSRUWYV LQ H
b

2XU WHDP XQGHUJRHV LQ GHSWK WUDLQLQJ RQ RXU S
FRQVLGHULQJ VRFLDO DQG SROLWLFDO QXPQFHV DQG
FXOWXUHV LQWR DFFRXQW

b

:H DFFHSW UHSRUWV RI YLRODWLRQV IURP DQ\RQH
SROLF\ WKDW HQDEOHY DQ\RQH ZKR ZLWQHVVHV DEXV
HSRUW WKHVH 6RPHWLPHV ZH DOVR QHHG WR KHDU
HQVXUH WKDW ZH KDYHhSURSHU FRQWHI[W

b

L

DEXVLYH EHKDYL|
KDULQJ LQWLPD\
LEXWHG ZLWKRXYV
RU KDFN VRPHRQ

D SROLFLHV WR |
SGDWHG UXOHYV
LILFDWLRQ RI YL
U +DWHIXO &RQC
UHOLJLRQ

RQWLQXRXVO\ Wi

RORJ\ WR KHOS »
SRUWV DQG
XOWLSOH ODQJX

ROLFLHV HQVXUL
WDNLQJ ORFDO |

Q IDFW ZH KDYH
i DQG KDUP RQ R
LUHFWO\ IURP W
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7KH QXPEHU RI UHSRUWYV ZH UHFHLYH GRHV QRI

ZLOO EH UHPRYHG +RZHYHU LW PD\ KHOS XV BULRUL
WHYLHDHG

b

5HSRUWY WKHUHIRUH DUH ORRNHG DW RQ D FDVH E\ A
IV VR HJUHJLRXV WKDW ZH PXVW LPPHGLDWHO\bVXVSH
HGXFDWH SHRSOH DERXW RXU 5XOHV DQG JLWH WKHP [
EHKDYLRU :H VKRZ WKH YLRODWRU WKH RIIHRGLQJ 7Z
ZDV EURNHQ DQG UHTXLUH WKHP WR UHPRYH WKH FR(
DNDLQ ,I VRPHRQH UHSHDWHGO\ YLRODWHY RXU 5XOH
EHFRPH VWURQJHU 7KLV LQFOXGHV UHTXLUL®J YLROD
DQG WDNLQJ DGGLWLRQDO DFWLRQV OLNHbYHULI\LQJ D
WPSRUDULO\ OLPLWLQJ WKHLU DELOLW\ WR 7ZHHW IR
FRQWLQXHV WR YLRODWH 5XOHV EH\RQG WHKDW SRLQW
SHUPDQHQWO\ WXVSHQGHG

b

J ZH LGHQWLI\ DQ DFFRXQW RU 7ZHHW WKDW YL RODWH
WOQJH RI HOIRUFHPHQW RSWLRQV ZH PD\ SXUWXH 7KH

YLVLELOLW\ UHTXLULQJ D SHUVRQ WR GHOHWH D 7ZHH
PRGH RU IRU PRUH VHULRXV RU UHSHDW RIIHQFHV SH
DFFRXQW &HUWDLQ W\SHV RI EHKDYLRU PD\ SRVH VHU
DQG RU UHVXOW LQ SK\VLFDO HPRWLRQDO DQG ILQD{
IQYROYHG 7KHVH HJUHJLRXV YLRODWLRQV RI WKH 7ZL
YLROHQW WKUHDWY QRQ FRQVHQVXDO LQWbPDWH PHQG
HSORLWV FKLOGUHQ * UHVXOW LQ WKH LPPHGIbDWH D(
DF FR X W

b

7ZLWWHU DFFRXQW KROGHUV FDQ DSSHDO HQIRUFHPH
YLVLWLQJ KHOS WZLWWHU FRP DSSHDOV  :H KDYH D
HYDOXDWH DSSHDOV LQ OLQH ZLWK DQ\ DGGLWLRQDO
KROGHU DQG DJDLQVWBNKH 7ZLWWHU 5XOHV

b

7ZLWWHU GRHV QRW FROOHFW GHWDLOHG GDWD FRYH
DFFRXQW KROGHUV VXFK DV JHQGHU RU FDVWH ,QGHH
KROGHUV WR UHPDLQ SVHXGRQ\PRXV ZKLFK ZH EHOLH
SURWHFWLRQ WR IUHH H[SUHVVLRQ SDUWLFXODUO\ LQ
WHSHUFXVVLRQV IRU FHUWDLQ DFWLYLWLHYV PD\ SXW D
b

2XU SURDUHVYV

7KH 7ZLWWHU 7UDQVSDUHQF\ 5HSRUW LV D EL DQQXDO|
HTXHVWY LQWHOOHFWXDO SURSHUW\ UHODWHG UHTX
DQG SODWIRUP PDQLSXODWLRQH DPRQJVW RWKHU WKL
b

7KH ODWHVW 7ZILWWHU 7UDQVSDUHQF\ 5HSRUW
-XQH
b

$V FDOOHG IRU E\ $PQHVW\
DUDQJH RI
QXPEHU RI
b

$FURVV 7ZLWWHU PRUH WKDQ Rl 7ZHHWV ZH W RR
SURDFWLYHO\ VXUIDFHG XVLQJ WHFKQRORJ\ WUDWKHU
SHRSOH ZKR XVH 7ZLWWHU 7KLV LV LPSRUWDQ@W SURJ
WH EXUGHQ RQ WKRVH SHRSOH ZKR PD\ EH H[SHULHQHF
KDUDVVPHQW WR WhISRUW WR XV

ZKLF
GHWDLOV WKH SURJUHVV ZH KDYH PDGH b

WKH UHSRUW QRZHLQFOXG
NH\ SROLFLHVY GHWDLOLQJ WKH QKPEHU RI
DFFRXQWV ZHPbWDNH DFWLRQ RQ

LIH WKH RUGH

DVH EDVLV 8Q«
DG DQ DFFRXQW
FKDQFH WR FR
HHW V. H[SODL(
WHQW EHIRUH '
WKHQ RXU HQI
WRUV WR UHPR"
FFRXQW RZQHU
D VHW SHULRG
WKHQ WKHLU D

V WKH 7ZLWWH!
VH LQFOXGH OL
W SODFLQJ DFI
UPDQHQWO\ VX
LRXV VDIHW\ DQ
FLDO KDUGVKLS
WWHU 5XOHV
LD RU FRQWHQ
G SHUPDQHQW

DW GHFLVLRQV
SHFLDOO\ WUD
ERQWH[W SURYL

)L QJ VSHFLILF T
G 7ZLWWHU DO
YH LV DQ LPSRU
SDUWV RI WKH
D LQGLYLGXDO |

KLIKOLJKWV W
HVWV 7ZLWWHL
JV

<

K FRYHUV WKH

HV GDWD EURN€F
UHSRUWYV ZH UF

DFWLRQ RQ IR
KDQ UHO\LQJ F
UHVV EHFDXVH
LQJ DEXVH DQG
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3ULYDWH ,QIRUPDWLRQ 3ROLF\ bZH VDZ D
WSRUWHG IRU SRWHQWLDO YLRODWLRQV RI RXU SULY
VKVSHQGHG PRUH DFFRXQWV WKDQ WKH SWHYLRXV
IQFUHDVH PD\ EH DWWULEXWHG WR WKH ODXQ@FK RI LP
IORZ WKDW PDNH LW HDVLHU WR UHSRUW SUL¥DWH LQ
RXU LQWHUQDO HQIRUFHPHQW SURFHVVHV EKLFK SHUP]
SRWHQWLDO SULYDWH LQIRUPDWLRQ YLRODWLRQV IRU
b
7KHUH ZDV D LQFUHDVH LQ DFFRXQWY UHSRUWHG IR
+DWHIXO &RQGXFW SROLFLHV :H DFWLRQHG PRUH
WH ODVW UHSRUWLQJ SHULRG 6LPLODUO\ ZH VDZ D
WSRUWHG IRU SRWHQWLDO YLRODWLRQV RI RXU DEXV
PRUH DFFRXQWY FRPSDUHG WR WKH ODVW UHSRUWLQ ]
b
6DIHW\ DQG $ZDUHQHVY &DPSDLJIQV
b
7ZLWWHU UXQV D QXPEHU RI SXEOLF FDPSDLJQV DLPH
RQOLQH VDIHW\ DQG KHOSLQJ SHRSOH ZKR XVH 7ZLWW
HSHULHQFH 7KHVH FDPSDLJQV LQFOXGH 7ZHHVXUILQJ
(GX7ZHHW DQG SDUWQHUVKLSYV ZLWK 1*2V IRUBRQOLQ
ZRUNVKRSV WR XSVNLOO QRQ SURILWV RQ KIRZ WR XVH
DE X Vil
b
3RVLWLRQ2I6WUHQJIJWK ODXQFKHG LQ ,QGLD LQ
DQG H[SHULHQFH VWD\LQJ RQOLQH 3DUW RI WKH IRFX
KRZ WR XVH 7ZLWWHUVV WRROV WR FXUDWH DI H[SHU
KRZ WR UHSRUW WR WZHHWY RQ WKH VHUYLFH 7KH RE
GRQVW FHGH VSDFH RQOLQH EHFDXVH WKH\ IHHO XQVD
PDNH WKH VSDFH VDIHU IRU WKHP $V SDUW RI WKH 3
PRYHPHQW 7ZLWWHU ,QGLD DQG RXU SDUWQHUBV KDYH
ZRUNVKRSV ZLWK ZRPHQ OHDGHUV LQ 'HOKMSROXPEDL O
HSORUH LQFUHDVHG HPSRZHUPHQW DQG VDIHW\ IRU Z
WH SK\WLFDO ZRUOG @4 DFMY HOW L Q"1 HX HQOK(2
-DFN 'RUVH\ YLVLWHG ,QGLD ZDV WR VKRZFDVHOWKH Y
FRPPXQLW\ DV SDUW RI RXU 3RVLWLRQ2I6WUH®JIJWK VH
WSUHVHQWDWLYHV IURP WKH 1DWLRQDO &DPSDLJQ R{
#)HPLQLVP,Q,QGLD HDPRQJ RWKHUV
b
(GX7ZHHW LV IRFXVHG DW HGXFDWRUV DQG WHDFKH{
7ZLWWHU PHGLD OLWHUDF\ DQG KRZ WR VWDB VDIH R
DUH HTXLSSHG WR DQVZHU TXHVWLRQV WKHLU VWXGH(
7KH SURJUDP DOVR WHDFKHV HGXFDWRUV RQ KRZ WR
FODVVURRP DQG QHWZRUN RQ LVVXHV DQG VYEMHFW
WH JOREH VFKRRO SULQFLSDOV WHDFKHUWV DQG
DQG WUDLQHG WKURXJK WKLV SURJUDP LQ ®BXPEDL 'H(
$KPHGDEDG b
b
7ZHHVXUILQJ OHYHUDJHG WKH SRZHU RI SHRSOH RQ 77
DERXW WKHLU MRXUQH\ RQ WKH VHUYLFH DQG WKDUH
$LPHG DW PLOOHQQLDOV WKH FDPSDLJQ LQYROYHG R

LQFUHDVH LQ
DWH LQIRUPDWLR
UHSRUWLQJ SHU
SURYHPHQWV WR
RUPDWLRQ DV Z
LW E\WVWDQGHUV
UHYLHZ

U SRWHQWLDO Y
DFFRXQWV FRPS
LQFUHDVH LQ D
H SROLFLHV :H
SHULRG

E DW LQFUHDVLQ.
HU WDNH FRQWU
3RVLWLRQ2I6W
H FDPSDLJQV RQ
7ZLWWHU VDIHW

|V DLPHG DW ZRP
LV WR KHOS ZR
| HQFH WKDW WKF
MHFEWLYH LV WR
IH EXW WR ZRUN
RVLWLRQ2I6WUH

KRVWHG VL[ UR
QG %DQJDORUH
RPHQ ERWK RQO

EUDQF\ RI WKH ,
ULHV 7KH VSHDI
'DOLW +XPDQ 5L

V. WR WHDFK WK
DOLQH VR WKDW
WV PLIKW KDYH
OHYHUDJH 7ZLW\
ZLWK RWKHU WF
UXVWHHY ZHUH |
KL %DQJDORUH

LWWHU DQG LQIC
LGHR FOLSV RI R
IOLQH ZRUNVKRS
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DFURVV ,QGLD DQG UHVXOWHG LQ D UHSRVLWH
7ZLWWHU IHHG 7ZHHVXUILQJ DOVR LQYROYHG NH\ LQ
WONLQJ DERXW KRZ WR XVH 7ZLWWHUVV XQLTXH SURQG
XVLQJ WKH VHUYLFH 2YHU LQIOXHQFHU LQWHUYLH
DQG ZRUNVKRSV ZHUH KHOG DFURVV WKH FRXQWU\ G
b
_HE:RQGHU:RPHQ ZDV D FROODERUDWLRQ ZLWK WKH
&KLOG 'HYHORSPHQW DQG QRW IRU SURILW SBDUWQHU
YRLFHV RI ZRPHQ ZKR DUH KLJKOLJKWLQJ LPSRUWDQW
IPSDFW RQ WKH SODWIRUP ZLWKLQ VPDOOHU QLFKHV
7ZLWWHU EHWWHU LQFOXGLQJ KRZ WR VWD\ VDIH :H
DSSOLFDWLRQV RI ZKLFK ZRPHQ DFKLHYHUV EHUH DZ
IQLWLDWLYH b
b
7ZLWWHU VXSSRUWYVY PDQ\ FDPSDLJQV DQG HYHQWYV ZK
DQG PHQWDO KHDOWK 6KH7KH3HRSOHVV 2QOLQH 6DIH
5HVSRQVLEOH1HWLVPVV 1DWLRQDO &\EHU 3V\AKRORJ\
FDPSDLJQV ZLWK :KLWH 6ZDQ )RXQGDWLRQ UHVRXUFL
FRQWHQW ZLWK $DUDPEK ,QGLD ( 5DNVKD 2Q®LQH 6DI
8\EHU3HDFH &RUSV &\EHU 6DIHW\ 6XRPLW DQG &\EHU
b
YXUWKHU ZH KDYH D QXPEHU RI VDIHW\ SDUWQHUV L
IHHGEDFN RQ SURSRVHG SROLFLHV DQG FUDIW SDUWQ
WIHW\ 7KHVH LQFOXGH &HQWHU IRU 6RFLDO 5HVHDUF
WHDNWKURXJK <RXWK .L $ZDD] $DUDWEK ,QGLD DPR
b
BURGXFW XBGDWHYV
b
:H FRQWLQXH WR HYROYH RXU SURGXFW ZLWK WKH LQ
HSHULHQFH IRU SHRSOH ZKR XVH RXU VHUYhFH ,Q UH
FKDQJHV ZHVYH PDGH IURP D VDIHW\ SHUVSHRWLYH LQ
W bb
» 8SGDWLQJ RXU QRWLILFDWLRQ VHUYLFH VR WKD
DEXVLYH EHKDYLRXU ZLOO EH HPDLOHG ZLWK WK
UXOH WKDW BEDV EURNHQ
3URYLGLQJ DQ RSWLRQ IRU SHRSOH ZKR WHSRUW
RSW LQ WR KDYH UHSRUWHG 7ZHHWV LQBEOXGHG |
ERWK LQ DSS DQG WKURXJK HPDLOb
8SGDWLQJ RXU UHSRUWLQJ IORZ WR RIIHU PRUH
GHQHV DV D USURWHIBBWHG FDWHJRU\V
$QQRXQFLQJ WKDW QHZ EHKDYLRXU BDVHG VLJIQ
LQIOXHQFH KRZ 7ZHHWV DUH RUJDQLVHG DQG SU
6HDUFK DQG &RQYHUVDWLRQ WR UHGXFH WKH YL
XQKHDOWKbB FRQWHQW
$QQRXQFLQJ WKH DFETXLVLWLRQ RI 6P\WH H[SH
VHFXULW\ WR KHOS XV LQ RXU HIIRUWV WR LPSU
FRQYH U\RIWLRGV W H U
BWUHQJIJWKHQLQJ RXU HQIRUFHPHQW RI BROLF\ D
/IDXQFKLQJ D ILOWHU IRU '0V WDUMWLQJ ORZ T

8SGDWLQJ WKH SURGXFW VR_WKDW DFFRXQW KRO
DQG DOVR SURYLGLQJ DQ L

WKH\VYH UHSRUWHG
WDNHQ DJDLQVW UHSRUWHG 7ZHHWVb

7KLV \HDb ZH

av

IOXHQFHUV LQ
XFW IHDWXUHV
HYHQWV

ULQJ WKH FDP

DLQLVWU\ RI :RF
PUHDNWKURXJK
LVVXHV DQG P
7KH\ ZHUH DOV
VHFHLYHG RYHU
DUGHG DV SDUYV

| FK IRFXV RQ R
W\ 6XPPLW b
&RQIHUHQFH P
DJ RQ LQIRUPDYV
HW\ 6XPPLW 1&
XPEK

,QGLD ZKR KH
HUVKLSV WR WD
K :KLWH 6zZDQ )
RQJ RWKHUV

WHQW RI LPSUR
FHQW \HDUV VR
FOXGH EXW DU

SHRSOH VXVS
H YLRODWLQJ FI

YLRODWLYH FR
Q UHFHLSWV 7

GHWDLO RQ ZK

DOV ZLOO EH »
HVHQWHG LQ DU
LELOLW\ RI OR:

WV LQ VDIHW\
RYH WKH KHDOW

RXQG FKDW LG
DOLW\ PHVVDJF
GHUV GRQVW
Q WLPHOLQH QF
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PSURYHG WKH UHSRUWLQJ IORZ IRU SULY

LQ DSS DSSHDO SU
JHW EDFN WR SHRSOH ZKR UHSRUW WR XV
&KDQJHG WKH QXPEHU RI DFFRXQWV XVHUV FDQ |
WR WR FRPEDW VSDP
DQG KDUDWVPHQW
IDXQFKHG D 3XEOLF .QWHUHVW , Q \WHUDWWYP DAL D O
VWLOO EH RI LQWHUHVHV YDOXH WR WKH SXEOLF
$QQRXQFHG WKH JOREDO UROO RXW RI WKH +LG
IHDWXUH ZKLFK JLYHV 7ZLWWHU DFFRXQW KROGH
ZKDW UHSOLHV DUH LQLWLDOOb YLVLEOH XQGHU

b
6HYHUDO RI WKHVH FKDQJHV DGGUHVYV FRQFHUQV UDL
SUHYLRXVO\ DQG ZH DUH JUDWHIXO IRU \RXU
b
2 X bZ R UWHE X LEDBS D | HiKUH D O W7 IZ 1L MVUB/BIRIG X [E DG YHE HIG R Q H
7ROW KBl @R XoLR F KR/GF R Q Y H U VIBX\M D FPQRIXQLORIU Z BLBGRV K U H H
NH\ DUHDV
‘\QDP LE\D N LIS Bl R 86 H/®D IB Q3R UHR P | R U WVIDEJERDQ J
7 Z L VBVWSIAS\M U F H SDAQLSRIMF W Q Wi WR@A D N Ll B OLEHUD W H
G HF L VIDR @ WAZG BW V L ELQ@A MW H QLA K@ M/F L YPLORNDL Q J
SRZHMRB HR SAKHR/ WIFRW Y H U V IE QH. 0@ \BROM KILR L G H
5HSOLHVY DV RXWOLQHG DERYH
L, QFHQW LMNBZD @WIRHQFRXWOHR SWHRK D B HDOWKLHU
FRQYHUMVPS URY SR @ER Q VEHJIER UBIX D Q EZIDEVR U
SHR SRS U BVK/H P V HONBIWHR L QUR R URIQV KW U R X J K
DV H U RHWH \DV@'\G H ZH D W XEBIIF D X2\HN Q RE K HOWHR/LO Y H U
EXOQRW[DPS@HZLEBIHY L VW WHEDID J H PREQW RD V
SURY D®HKRZW K HARUNH J W KEI L NHH W Z ] H W Z BIHWK
FRPPHQW
&RPSUHKHDNWIZR@MRDNFRQY H U VIR & ZR WEAHNGW H U
LAWK R XEOHS D VIWERD G H U VK D @RV D IDGBK RWWD \ L Q J
L8/ H bD OBZRD QWHRI P S K D YK IBMSH R SO\ WKRIQYHUVDWLR
L W \HUI EDVBI KB @ 2P D QD L ILHAKD b RkH [ D P SH2 HK D YEHH H Q
WHVQEEHYBRER QY HU WR @ EZ RGMRHIT © DIWIKIN V H
DUHDV :H SODQ WR UROO WKLV QHZD GHVLJQ RXW
b
ORUH LQIRUPDWLRQ RQ VRPH RI WKH SURGXFW IL[HV D
XQQLQJ LQ WKLV VSDFHIFDQ EH IRXQG KHUH
b
QGLDQ *HQHUDO (OHFWLRQV
b
PSURYLQJ WKH FROOHFWLYH KHDOWK RI WKH SXEOLF
RXU FRPSDQ\ DQG SURWHFWLQJ WKH LQWHJULMW\ RI H(
RXU PLVVLRQ $ VXPPDU\ Rl VRPH RI RXU ZRWN WR SUR
SXEOLF FRQYHUVDWLRQ DURXQG WKH ,QGLDPQ *HQH
KH U+
b
$V RXWOLQHG LQ WKH EORJ WKH DSSWRDFK WR HOHF
FRPSUHKHQVLYH FURVV IXQFWLRQDO DQG EHVSRNH W
QGLDQ *HQHUDO (OHFWLRQV ZH IRFXVHG RQ VHYHQ N
(YROYLQJ RXly SURGXFW
8SGDWLQJ WKH 7ZLWWHU 5XOHVb
$GGUHVVLQJ PMQLSXODWLRQ

IDVW

RIWHQ WKHbXQGHU(

FHVV ZKLFK DO
HU WKDQ EHIRUH
ROORZ SHU GD\
\LQJ FDXVH RI D

IRU YLRODWLYH
$XWKRU ORGHUI
UV DGGLWLRQDO
KHLU 7ZHHWYV b

HG E\ $PQHVW\ ,

IBHGEDFN WR KHOS XV LP.

WR XVHUV LQ

QG H[SHULPHQW)\

FRQYHUVDWLRQ |
HFWLRQV LV DQ
WHFW WKH KHDO!
UDO (OHFWLRQV

LRQV DW 7ZLWW
R RXU SODWIRUP
H\ DUHDV b
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6FDOLQJ RXU LOWHUQDO WHDP
,PSURYLQJ ODQJXDJH VXSSRUW DQG FXOWXUDO F
:RUNLQJ ZLWK SROLWLFDO SDUWLHY DQG HOHFWL
6HUYLQJ WKH SXEOLF FRQYHUVDWLRQb
b
8VLQJ RXU SURSULHWDU\ EXLOW LQWHUQD® WRROV
WHQGY VXSSRUWY SDUWQHU HVFDODWLRQVb DQG LGH
PDOLFLRXW DFWRUV
b
Q WKH DUHD Rl RQOLQH VDIHW\ ZH LQWURGKXFHG D S
XPEHU RI FLYLO VRFLHW\ SDUWQHUV WR HWFDODWH L
ZRUNHG ZLWK WKH (OHFWLRQ &RPPLVVLRQ RI ,QGLD D
R HWKLFVY DORQJ ZLWK RWKHU VRFLDO FHGLD FRPSDQ
FRPPLWPHQW WR VHUYH WKHbSXEOLF FRQYHUVDWLRQ
b
$IWHU WKH HOHFWLRQV ZH KDYH ODXQFKHG D QHZ FD
W FHOHEUDWH WKH VWUXJJOH WULXPSK DQG LQGRPL
8S WR ZRPHQ SROLWLFLDQV SDUWLFLSDWHG LQ WKH
WDUH WKH VWRULHV Rl ZRPHQ RQ 7ZLWWHU iH EHOLH
RQ PDNLQJ WKH VHUYLFH VDIHU FRQYHUVDWDbRQV E\ Z
PRUH ZRPHQ WR FRPH RXW DQG XVHp7ZLWWHU WR WKH
b
9HULILFDWLRQ
:H_DOQOQRXQFHG ODWH DOG LQ DQ XSGDWHG 7ZHH
YHULILFDWLRQ SURFHVV LV FXUUHQWO\ FORYHG +RZ
SXEOLF ILJXUHV RQ D FDVH E\ FDVH EDVLV )RU H[DPS
SDUWLHV WR YHULI\ FDQGLGDWHYV HOHFWHG RIILFLDO
DURXQG WKH WLPH RI HOHFWLRQV :H YHULI\ WKHVH D
FRQYHUVDWLRQV DQG WR SURYLGH FRQILGHQFH WKD
WH\ FODLPOWR EH
b
:H KDYH RQH JOREDO VHW RI 5XOHV IRU WKH KXQGUH
XVH 7ZLWWHU DQG ZH HQIRUFH WKHVH 5X0HV MXGLFLR
b
(QJDJLQJ ZLWK 7ZWWHU XVHUVb
b
3ROLF\ IHHGSEDFN
2XU WHDPV URXWLQHO\ PHHW UHSUHVHQWDMWLYHV IUR
MXUQDOLVWY JRYHUQPHQW VWDNHKROGHUV HLQIOXH
WH SXEOLF FRQYHUVDWLRQ RQ 7ZLWWHU 7KHVH PHH
WH H[SHULHQFH RI SHRSOH XVLQJ RXU VHUYLFH
b
:H DOVR KRVW VHVVLRQV ZLWK RXU VHQLRU H[HFXWL
KHOS WKHP EHWWHU XQGHUVWDQG KRZ 7ZLWWHU LV X
W UHFHLYH GLUHFW IHHGEDFN IURP GLIIHUWQW JURXS
JURXSY ZKR DUH DFWLYH RQ 7ZLWWHU 7KLV BHHGEDF
WH FRPSDQ\ DQG LQIOXHQFHV WKH SROLF\ PQG SURG X
b
:H DOVR KDYH VWDUWHG RSHQLQJ VRPH RI RXU SURSH
FRPPHQWY LQFOXGLQJ RXU SROLF\ RQ GHKXPDQL]JHG
MWOWKHWLE DOG PDQLSXODWHG PHGLD 7KLW IHHGEDH

FRQVLGHU JOREDO SHUVSHFWLYHV DQG KRZbRXU SROL
FRPPXQLWLHYV D®G FXOWXUHV

b

b

RQWH[W
RQ RIILFLDOV L

KH WHDP SURDF
QWLILHV SRWHC

UWQHU IHHGED
VVXHV RQ 7ZLW
DG DGRSWHG D
LHV WR KLJKOL:

PSDLJQ +HUS3F
DEOH VSLULW
FDPSDLJQ ZKL
YH WKDW DORQ
RPHQ ZLOO DOV
LU EHQHILW

W LQ WKDW
HYHU ZH GR VWI
H ZRUNLQJ ZLV
V DQG UHOHYD(
FRXQWYV WR HP
WKHVH SXEOLF

5V RI PLOOLRQYV
XVO\ DQG LPSD!

P FLYLO VRFLHYV
FHUV DQG RWK
LQJV KHOS XV I

HV ZKHQ WKH\
HG LQ ,QGLD D
V LQFOXGLQJ P
LV WKHQ IXQQ
FW FKDQJHV ZH

VHG SROLF\ FKI
FRQWHQW DQG
N SURFHVV LV \
ELHV PD\ LPSDF
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RQWHQW PRGHUDWHWRQ DW 7ZLWWHU

T o oTOT

i KHQ LW FRPHV WR FRQWHQW PRGHUDWLRQ ZH XVH D
HYLHZ DQG WHFKQRORJ\ WR KHBS XV HQIRUFH RXU U

b

+XPDQ 5HWLHZ

2XU WHDP UHYLHZV DQG UHVSRQGV WR UHSRUWV

DUH FRYHULQJ WKH PRVW ZLGHO\ XVHG ODQJXMIHV RQ
JOREDO WHDP XQGHUJRHV LQ GHSWK WUDLQL®J LQWR
DQ LQWHQVLYH IRFXV RQ ORFDO ODQJXDJH FXOWXUH

WNLQJ VRFLDO DQG SROLWLFDO QXDQFHV LQWR DFFR
®QJXDJH VSHDNHUV LQ PDMRU ,QGLFbODQJXDJHV XVH
b

b

2Q0H RI WKH XQGHUO\LQJ IHDWXUHV RI RXU DSSURDFK
EHKDYLRU ILUVW DSSURDFK 7KDW LV WR VDb ZH ORR

EHIRUH ZH ORRN DW WKH FRQWHQW WKH\ DUH SRVWLQ
GHWHUPLQLQJ ZKHWKHU WR WDNH HQIRUFHPHQW DFWL|
R IDFWRUV LQFOXGLQJ EXWDQRW OLPLWHG WR ZKHW
b

WKH EHKDYLRU LV GLUHFWHG DW DQ LQGLYLGXD(
Rl SHRSOH b

WKH UHSRUW KDV EHHQ ILOHG E\ WKH WDUJHW RI
WKH XVHU KDV D KLVWRU\ RbYLRODWLQJ RXU SR
WKH VHYHULW\ Rb WKH YLRODWLRQ

WKH FRQWHQW PD\ EH D WRSLF RIbOHJLWLPDWH 9
b

7KH SURWHFWLRQ RI RXU HPSOR\HHV UHJDWGOHVV RI
FHQWUDO WR RXU FRPSDQ\ YDOXHV 2XU GHGLFDWHG H
SURJUDPV DUH GHVLJQHG WR HQVXUH RXU WHDIPV IHH(
IQ WKHLU ZRUN :H KDYH EXLOW D GLYHUVH BDQJH RI H
HIXODU RQ VLWH FRXQVHOLQJ WUDLQLQ®@J DQG SHUV
SDUWLFXODUO\ IRU WKRVH ZKRVH ZRUN PD\ LBYROYH U
H UHJXODUO\ DXGLW RXU VXSSRUW RIIHULQJV WR HQ
PHHW RXU JORED® VWDQGDUGV

b

7THFKQRORJ\

:H EHOLHYH WKDW ORQJ WHUP VXFFHVWUHTXLUHV PR
BHWSRUW EDVHG VHUYLFHV WR DXWRPDWHG SURDFWL

SURFHVV ZRUNIORZ DQG VXSSRUW VFHQDULR PRYHV

FRPELQDWLRQ R
OHV b

2XU IRFXV LV RQ
7ZLWWHU LQ HDI
RXU SROLFLHV
DQG FRQWH[W H
QW )RU H[DPSO!I
E RQ 7ZLWWHU

|V WKDW ZH WDN
DW KRZ DFFRXQ
) &RQWH[W PDW)\
RQ ZH PD\ FRQV|
KHU

JURXS RU SUR

WKH DEXVH RU L
LFLHV

XEOLF LQWHUHV!

ZKHUH WKH\ RSt
PSOR\HH DVVLVV
VDIH VHFXUH |
Q VLWH VHUYLFF
RQ WR SHUVRQ V:
HYLHZLQJ VHQVL
VXUH WKH\ DUH |

LQJ IURP PDQXEC
H VHUYLFHV  ZK
KURXJK D OLIHF\

W DXWRPDWLRQ EHQHILWLQJ D FRQWLQXRXV HPSURYHPHQW PLQGVHW

FDQ OHYHUDJH WKHVH WR PLQLPLVH WKH H[SRWVXUH WH
RXU HPSOR\HHV DQG FRQWUDFWRUV ZbOO FRPH LQWR
b

7TKHUHIRUH ZH SURDFWLYHO\ HQIRUFH SROLBLHYV DQG
VSUHDG RI FRQWHQW SURSDJDWHG WKURXJK PDQLSXO
DXWRPDWLRQ RU DWWHPSWLQJ WR GHMLEHUDWHO\ JDH
b

2XU 6LWH ,QWHJULW\ WHDP LV GHGLFDWHG WR LGHQW
SODWIRUP PDQLSXODWLRQ RQ 7ZLWWHU LQFOXGLQJ D
FRRUGLQDWHG PDOLFLRXV DFWLYLW\ WKDW IZH DUH DE|
WDWH DIILOLDWHG DFWRUV ,Q SDUWQHUVKbS ZLWK

FRQWHQW WKH
ERQWDFW ZLWK L

XVH WHFKQRORJ!
DWLYH WDFWLFV
H WUHQGLQJ WR

LI\LQJ DQG LQYH
FWLYLW\ DVVRFL
OH WR UHOLDEO)
HDPV DFURVV Wi
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HPSOR\ D UDQJH RI RSHQ VRXUFH DQG SURSU Lbt

ZKHQ DWWHPSWHG FRRUGLQDWHG PDQLSXODWLRQ PD\
WH DFWRUV UHVSRQVLEOH IRU LW :H DOVR SBUWQHU
HQIRUFHPHQW DFDGHPLFV UHVHDUFKHUV DQG RXU S
RXU XQGHUVWDQGLQJ Rl WKH DFWRUV LQYROYHG LQ L

EH WDNLQJ SOI
FORVHO\ ZLWK .
HHU FRPSDQLHV
DIRUPDWLRQ RS

GHYHORS D KROLVWLF VWUDW®J\ IRU DGGUHVVLQJ WKHP

b

Q WKH ILUVW VL[ PRQWKV RI
VSDP DFFREKQWV b

b

$V PDQ\ Rl WKH DFWRUV HQJDJHG LQ WKLV DFWLYLW\
®FDWLRQ ZH GR QRW EHOLHYH WKDW LW LV SRVVLEO
ROWKLV GDWD RQ D Eb FRXQWU\ EDVLV

b

WVV LPSRUWDQW WR QRWH WKDW WKH ZD\ ZH DSSURD
7ZLWWHU LV EHVSRNH WR RXU SODWIRUP LW DRUNV |
DQ RSHQ VHUYLFH ZLWK KXQGUHGV RI PLOOLRQW RI 7Z
IV FULWLFDO WR RXU DELGRW\ WR UHVSRQG DW VFDOH
b

*H HPSRZHU SHRSOH WR XQGHUVWDQG GLIIHUHQW VL({
GLVVHQWLQJ RSLQLRQV DQG YLHZSRLQWV WR EH GLVF
DOORZV PDQ\ IRUPV RI VSHHFK WR H[LVW R@RXU SOD
SURPRWHV FRXQWHUVSHHFK VSHHFK WKDW SUHVHQW
PLVVWDWHPHQWY RU PLVSHUFHSWLRQV SRLRWV RXW
ZDUQV RI RIIOLQH RU RQOLQH FRQVHTXHQFHY GHQRX
VSHHFK RU KHOSV FKDQJHIPLQGY DQG GLVDUP

b

SHTXHVWV IURP /DZ (®IRUFHPHQW

7ZLWWHU KDV _GHGLFDWHG FRQWDFW FKDQQHOW IRU Q
W OHJDO SURFHVV LVVXHG LQ FRPSOLDQFH ZLWK DSS
FDQ EH IRXQG KHUH

b

7ZLWWHU LV FRPPLWWHG WR ZRUNLQJ ZLWK JRYHUQPH
HQFRXUDJH KHDOWK\ EHKDYLRU RQ WKH VHUWLFH :H
QGLDQ ODZ HQIRUFHPHQW RIILFLDOV

b

b

b

:H DUH GHGLFDWHG WR PDNLQJ 7ZLWWHU DbVDIH SOD
7ZLWWHU HYHU\RQH VKRXOG IHHO VDIH H[SUHVVLQJ W
HYHU\ 7ZHHW _ DQG LWVV RXU MIRE WR PDNH WKDW KD
b

: KLOH XSGDWLQJ RXU SURGXFWV SROLFLHV lDQG SUHR
DGGUHVVLQJ WKH EURDGHU FKDOOHQJH RIBDIHW\ IRU
FROODERUDWLRQ EHWZHHQ JRYHUQPHQWYV FLYLO VRF
ZH ZRXOG EH SOHDVHG WR ZRUN ZLWK $PQHVWhb ,QGLD
PDNLQJ WKH LQWHUQHW D VBPIHU VSDFH IRU ZRPHQ b
b

6LQFHUHO\

b

ODKLPD .DXOb

"LUHFWRU 3XEOLF 3ROLF\b

7ZLWWHI ,QGLD

ZH FKDOOHQJHG PRU

H WKDQ PLOO

DNH VWHSV WF
H WR SURGXFH I

FK FRQWHQW PF
RU 7ZLWWHU ILL
HHWV VKDUHG G

HV RI DQ LVVXF
VVHG RSHQO\

IRUP DQG LQ S
IDFWV WR FRU
K\SRFULV\ RU F
DFHV KDWHIXO ¥

DZ HQIRUFHPHC
LFDEOH ODZ 0

QWV DURXQG W
DUH LQ UHJXOD!

H IRU IUHH H[S!
KHLU XQLTXH S
SHQ

FHVVHV LV FUL
ZRPHQ RQOLQH
|  HW\ DQG 1*2V
WRZDUGV D FRI
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